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Preface

Space Mission Analysis and Design, known as SMAD to its many friends, has
gained widespread use as a text and reference throughout the astronautics community.
The purpose of the third edition of SMAD is to both update the book and make it more
useful and more practical wherever possible. Some topics, such as astrodynamics and
mission geometry, have changed relatively little since publication of the second edi-
tion in 1992. Here we have made minor modifications to make the material clearer and
more precise. On the other hand, topics such as space computers and the design of
observation payloads have been nearly completely rewritten. Because of the growing
interest in “LightSats™ and low-Earth orbit constellations we have added a SmallSat
cost model, expanded the discussion of constellation design, and included a new sec-
tion on multi-satellite manufacturing. The entire volume reflects a greater emphasis on
reducing mission cost and doing more with less people and fewer resources.” Finally,
the FireSat sample mission has been extended further and the appendices and end mat-
ter updated and expanded to provide greater utility as a quick reference. We hope the
new edition is better and more useful to you.

As with the first two editions, the goal of the book to is allow you to begin with a
“blank sheet of paper” and design a space mission to meet a set of broad, often poorly
defined, objectives at minimum cost and risk. You should be able to define the mission
in sufficient detail to identify principal drivers and make a preliminary assessment of
overall performance, size, cost, and risk. The emphasis is on low-Earth orbit, un-
manned spacecraft. However, we hope the principles are broad enough to be applica-
ble to other missions as well. We intend the book to be a practical guide, rather than ¢
theoretical treatise. As much as possible, we have provided physical and engineering
data, rules of thumb, empirical formulas, and design algorithms based on past experi
ence. We assume that the reader has a general knowledge of physics, math, and basic
engineering, but is not necessarily familiar with any aspect of space technology.

The third edition represents an amalgam of contributions over the last decade by
many engineers and managers from throughout the community. It reflects the insigh
gained from their practical experience, and suggests how things might be done bette
in the future. From time to time the views of authors and editors conflict, as must nec
essarily occur given the broad diversity of experience. We believe it is important t
reflect this diversity rather than suppress the opinions of individual experts. Similarly
the level of treatment varies among topics, depending both on the issues each autho
feels is critical and our overall assessment of the level of detail in each topic that i
important to the preliminary mission analysis and design process.

* The continuing, unrelenting demand to drive down mission cost has led to the creation
companion volume to SMAD, Reducing Space Mission Cost [Wertz and Larson, 1996}, whic
addresses cost reduction in all aspects of mission design and includes 10 case studies of ho'
the process works in practice.

xvi



Preface xvii

The book is intended as a textbook for either introductory graduate or advanced
undergraduate courses, or as a reference for those already working in space tech-
nology. It can also provide valuable supplementary material for related courses such
as spacecraft design or space mission operations. We believe the book can be a key
tool for payload designers who need to find out more about space mission design and
for those charged with the responsibility of developing space mission requirements
and specifications. Finally, we hope that it will be of use to many system engineers in
this field who have a detailed knowledge of one area, but need to broaden their back-
ground or venfy their understanding in related topics.

The book is meant to be read sequentially, although most of the chapters are self-
contained, with references to other parts of the book as needed. For readers with
specific interests, we recommend the following:

* Those concemned primarily with mission analysis and design should read
Chaps. 1-9 and 19-23.

* Those concerned with spacecraft and subsystem design should read Chaps. 1,
2,4, 8-13, and 16-23.

* Those concerned primarily with mission operations and the ground interaction
should read Chaps. 1, 2, 4, and 13-16.

* Those concerned with requirements definition, logistics, and putting a space
system in place should read Chaps. 14, 7, 9, 10, and 18-23.

* Those interested in constellation design and multi-satellite systems should
read Chaps. 1-9, 13-16, and 19-23.

¢ Those interested in reducing mission cost and the design of low-cost missions
should read Chaps. 1-3, 7-10, 12, 20-23, and the companion volume, Reduc-
ing Space Mission Cost.

SI (metric) units are used throughout the book. Conversions for essentially all
common units are contained in Appendix F. Conversion factors and physical constants
are generally given to their full available accuracy so that they can be inserted into
computer programs and not considered further. As discussed in the introduction to the
appendices, the values given are those adopted by the National Bureau of Standards
based on a least-squares fit to the fundamental physical constants or international
agreement on the definitions of various units. In the case of astronomical constants,
values adopted by the International Astronomical Union are given. The most com-
monly used astronautical formulas and constants are in the appendices. An expanded
table of space mission parameters for Earth orbits is on the inside back endleaf. For
those wishing to expand that table or use it for other central bodies, the formulas used
for creating it are on the preceding pages.

Leadership, funding, and support essential to updating the book were provided by
numerous programs at the Air Force Space and Missile Center, Air Force Space
Command, NASA Headquarters, NASA/Goddard Space Flight Center, and the
Advanced Projects Research Agency. Obtaining funding to create and maintain
much-needed reference material is exceptionally difficult. We are deeply indebted to
the sponsoring organizations, particularly Air Force Phillips Laboratory, for their
support and their recognition of the 1mportance of projects such as this one.

The third edition of this book is the result of nearly two years of effort by a
dedicated team of government, industry, and academic professionals. The Department
of Astronautics, United States Air Force Academy, provided unwavering support for
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the project. Michael DeLorenzo, Chairman of the Department of Astronautics,
provided the leadership and continuing support critical to projects of this type. Both
Doug Kirkpatrick and Perry Luckett performed a detailed grammatical review in a
valiant effort to prevent the rest of us from demonstrating why we became engineers
rather than writers. Several graphics artists at the Academy, particularly Mary
Tostanoski and Debra Porter, spent many hours developing and updating artwork.
Joan Aug and Bert Reinertson cheerfully handled the huge administrative burden at
the Academy. Numerous faculty members, staff, and students graciously sacrificed
their time to provide assistance, review, and comments. Daryl Boden assisted with the
editing and reviewing even after changing assignments to the Naval Academy. Doug
Kirkpatrick managed the task for the Air Force with great skill and patience and
reviewed nearly all of the material for both technical and linguistic correctness!

OAO Corporation, Colorado Springs, Colorado, provided the contract support for
the project. Anita Shute at the Air Force Academy spent many hours revising drafts,
creating artwork, and working all aspects of the project. Eugene deGeus of Kluwer
Academic Publishers supplied substantial assistance with all aspects of the publishing
activity. This was his final project at Kluwer before taking a science administration
position with the Dutch government. We will miss his wisdom and guidance and wish
him the best of future success.

At Microcosm, the entire analysis and publications staff worked virtually all
aspects of the book (art, grammar, equation checking, technical reviews, and camera-
ready copy) and suffered patiently through “the book project” as it continually
absorbed great amounts of limited resources. Much of the new graphics was done by
undergraduate students Karen Burnham, Paul Murata, Alan Chen, and Julie Wertz
under the very capable guidance of Kevin Polk and Simon Dawson. Jennifer Burnham
and Judith Neiger did much of the proofing. Robert Bell did most of the demanding
task of updating units and conversion factors. John Collins created the new FireSat
cost model. Wendi Huntzicker and Joy Sakaguchi created the new camera-ready copy
for most of the book. Joy and Chris deFelippo did much of the new art. Finally, Donna
Klungle did a truly remarkable job managing, administering, editing, reviewing, and
preparing revisions, drafts, and the final camera-ready copy. Donna accomplished this
with skill and good humor, while dealing with the conflicting demands of multiple au-
thors and editors.

Arthur Cox of Lawrence Livermore National Labs and the editors of Astrophysical
Quantities [1999] graciously permitted the use of drafts of their forthcoming volume
so that we could obtain the most current values for physical quantities. We highly
recommend that readers consult Astrophysical Quantities for solar system and astro-
nomical parameters which are not contained here.

Every effort has been made to eliminate mathematical and factual errors. Many
errors from prior editions have been found largely through readers’ comments and
constructive criticism. Please continue to send any errors, omissions, corrections, or
comments to either editor at the addresses below. We sincerely hope that the book will
be of use to you in our common goal of reducing the cost and complexity of space
utilization.

Finally, one of the most exciting aspects of space mission analysis and design is that
after 40 years of space exploration we have only begun to scratch the surface of the
variety of important missions that can and should be done. In spite of problems, set-
backs, and higher costs than any of us would like, people young and old remain excited
about space. The exploration of space will take dramatic new turns in the future, from
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communications constellations and microgravity work now beginning to become a
reality to solar power satellites, space tourism, space industrialization, and settlements
on the Moon and planets which are still to be designed. We hope that this volume
provides a portion of the roadmap and incentive to those who will undertake these
tasks. We wish you the best of success in this endeavor.

June, 1999

James R. Wertz Wiley J. Larson

Microcosm, Inc. Department of Astronautics

401 Coral Circle United States Air Force Academy
El Segundo, CA 90245-4622 Colorado Springs, CO 80840-6224
FAX: (310) 726-4110 FAX: (719) 333-3723 ’
jwertz@smad.com wileylarson @adelphia.net

Cox, A.N. ed. 1999. Astrophysical Quantities, New York: Springer-Verlag.

Wertz, James R. and Wiley J. Larson. 1996. Reducing Space Mission Cost. Torrance, CA and
Dordrecht, The Netherlands: Microcosm Press and Kluwer Academic Publishers.






Chapter 1

The Space Mission Analysis and Désign Process

James R. Wertz, Microcosm, Inc.
Wiley J. Larson, United States Air Force Academy

1.1 Introduction and Overview

1.2 The Space Mission Life Cycle

1.3 Step 1: Definition of Mission Objectives

1.4  Step 2: Preliminary Estimate of Mission Needs,
Requirements, and Constraints

Space mission analysis and design begins with one or more broad objectives and
constraints and then proceeds to define a space system that will meet them at the
lowest possible cost. Broad objectives and constraints are the key to this process.
Procurement plans for space systems too often substitute detailed numerical require-
ments for broad mission objectives. To get the most performance for the money spent,
we must require of the system only what it can reasonably achieve. Thus, while our
overall objectives to communicate, navigate, or observe will generally remain the
same, we will achieve these objectives differently as technology and our understand-
ing of the process and problem evolve. This chapter summarizes, and the book as a
whole details, this process of defining and refining both what is to be done and what
mission concept will do it at the lowest cost.

There are now a number of references available on the mission design process and
the definition of mission objectives. Rechtin [1991] and Ruskin and Estes [1995]
provide general discussions of this process. Shishko [1995] provides an overview from
the NASA perspective and Przemieniecki [1993] gives a similar treatment for defense
missions. Davidoff [1998] and Wertz and Larson [1996] discuss this process from the
perspective of very low-cost missions and methods for dramatically reducing mission
cost, respectively. Boden and Larson [1996] discuss the analysis and design process
specifically for mission operations. Finally, Kay [1995] examines the fundamental
difficulty of doing technical trades within a democratic political environment.

1.1 Introduction and Overview

Table 1-1 summarizes our approach to the space mission analysis and design
process. Space missions range widely from communications, to planetary exploration,
to proposals for space manufacturing, to burial in space. No single process can fully
cover all contingencies, but the method in Table 1-1 summarizes a practical approach
evolved over the first 40 years of space exploration.
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Space is expensive. Cost is a fundamental limitation to nearly all space missions
and is becoming more so. Consequently, this and subsequent tables reflect the assess-
ment of each author on how things traditionally have been done and how they should
be done differently, both to lower cost and to achieve the greatest return from the space
investment.

Analysis and design are iterative, gradually refining both the requirements and
methods of achieving them. Thus, we must repeat the broad process defined in
Table 1-1 many times for each mission. The first several iterations may take only a
day, but more detailed assessments will take far longer.

Successive iterations through Table 1-1 will usually lead to a more detailed, better-
defined space mission concept. But we must still return regularly to the broad mission
objectives and search for ways to achieve them at a lower cost. In defining and refining
the approach, there is strong pressure to proceed to ever greater detail, and never revise
a decision once it has been made. Although we must maintain orderly progress, we
must also review the mission design regularly for better ways to achieve the mission
objectives. Methods may change as a result of evolving technology, a new understand-
ing of the problem, or simply fresh ideas and approaches as more individuals become
involved.

TABLE 1-1. The Space Mission Analysis and Design (SMAD) Process. Tables of this type
appear throughout the book. The far right column refers to sections in the book that
give details of each step. See text for further explanation.

Typlcal
Flow Step Section
Define 1. Define broad objectives and constraints 1.3
e * Objectives 2. Estimate quantitative mission needs and 1.4
+ requirements
 — * 3. Define alternative mission concepts 21
Characterize 4. Define alternative mission architectures 2.2
. + the Mission 5. Identify system drivers for each 2.3
6. Characterize mission concepts and 2.4
- * architectures
F{Evats [ 7 entycitat quioments 3‘;
the Mission : utili -
™ + ° 9. Define mission concept (baseline) 3.4
- +
-~ 4 Define 10. Define system requirements 4.1
Requirements | 11, Allocate requirements to system elements | 4-2—4.4

Finally, we must document the results of this iterative process. If we wish to go
back and reexamine decisions as new data becomes available, we must clearly under-
stand and convey to others the reasons for each decision. We need this documentation
for decisions based on detailed technical analyses, and, equally important, for those
based on simplicity, ease of assessment, or political considerations.

This book presents many examples from real space missions. To illustrate the
mission analysis and design process without being tied to existing space systems, we
invented the hypothetical FireSat space mission. Figure 1-1 shows the broad mission
statement we used to begin the process of space mission design for FireSat. We wish
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to stress that the parameters developed throughout the book are by no means the only
possible set for FireSat, nor necessarily the best. To show how solutions may vary,
Chap. 22 presents a very low-cost spacecraft as an alternative for FireSat. Our example
system simply illustrates the iterative process of space mission analysis and design.
Different assumptions, requirements, or proposed solutions may lead to dramaticaily
different results.

FireSat
Mission Statement

Because forest fires have an increasing impact on recreation and
commerce and ever higher public visibility, the United States needs a
more effective system to identify and monitor them. In addition, it would
be desirable (but not required) to monitor forest fires for other nations;
collect statistical data on fire outbreaks, spread, speed, and duratlon, and
provide other forest management data.

Ultimately, the Forest Service’s fire-monitoring office and rangers in the
field will use the data. Data flow and formats must meet the needs of both
groups without specialized training and must allow them to respond
promptly to changing conditions.

l

Fig. 1-1. Origin of the Hypothetical FireSat Mission. FireSat is used as the primary example
throughout this book.

To illustrate the broad process of Table 1-1, we will go through each of the top-
level steps for the FireSat mission and indicate the type of information that needs to be
developed:

In Step 1, we define what the mission needs to ach1eve What are our qualitative
goals, and why? This information should come largely from the mission statement of
Fig. 1-1. We need to return to this broad goal over and over to ask whether we are
doing what we set out to do.

Step 2 is significantly different. It quantifies how well we wish to achieve the
broad objectives, given our needs, applicable technology, and cost constraints. These
quantitative requirements should be subject to trade as we go along. A major error in
many space-system procurements is to set requirements in concrete at a relatively
early stage. An example for FireSat might be a 100 m positioning accuracy for initial
fire detection. A 100 m requirement seems to be a reasonable place to start, but
compared to an accuracy of 200 m, it could add tens or even hundreds of millions of
dollars to the overall system cost. We might spend this extra money better in acquiring
fire detection airplanes, providing more personnel on the ground, or using better fire-
fighting technology. Congress, the Department of the Interior, and the Forest Service
must ultimately decide how well FireSat should do and at what cost. Space mission
analysis and design provides the quantitative data needed to support such decisions.

Our next step is to define and characterize a space mission to meet the objectives.
Step 3 begins this process by developing alternative mission concepts. A mission
concept or concept of operations is a broad statement of how the mission will work in
practice. It includes issues such as how the data will be sensed and delivered to the end
user, how the mission will be controlled, and the overall mission timeline. Alternative
mission concepts include, for example, conceptually distinct approaches to the prob-
lem such as the very low-cost approach defined in Chap. 22. These would also include
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different orbits or different wavelength bands for fire detection that would require
dramatically dissimilar systems.

Step 4 defines alternate combinations of mission elements or the space mission
architecture to meet the requirements of the mission concept. The space mission
architecture is the mission concept plus a definition of each of the elements of the
mission shown in Fig. 1-3 (Sec. 1.2). A good way to begin Step 4 is to look at the
mission elements in Fig. 1-3 and consider what alternatives for each of them would
best meet mission objectives.

In any real system, many things influence overall cost, performance, or the design
of detailed components. However, these are influenced mainly by a relatively small
number of key parameters or components, called drivers. Thus, there may be cost,
performance, or system drivers which affect the design of the overall space system. In
Step 5 we identify the principal cost and performance drivers for each alternative
mission concept. For most space missions, system drivers include the number of
satellites, altitude, power, and instrument size and weight. (Sec. 2.3 gives a more
detailed list.) By explicitly identifying the system drivers, we can concentrate our
effort on parameters having the most impact on the design and therefore on the cost of
the space mission. This method improves our chances of getting the best possible
design within the available budget.

Step 6 is typically the most involved in mission design because it defines in detail
what the system is and does. Here we determine the power, weight, and pointing
budgets” and decide what to process on the ground or in space. Characterizing the
mission is the most costly step because it requires the expertise of many people.
Developing detail is always comforting in managing any design process but, as noted
earlier, we must take care not to overdo details while characterizing the mission.
System-level requirements and trades must remain our primary focus.

The next step in mission analysis and design is to evaluate the systems we have
defined. Having defined and characterized alternative mission concepts, we return in
Step 7 to our initial quantitative requirements and identify the critical requirements,
that is, the key requirements principally responsible for determining the cost and
complexity of the system. Recall that the system drivers are those defining parameters,
such as altitude or payload aperture, which most strongly affect the cost, performance,
and system design. System drivers are not normally system requirements. However, a
critical requirement for coverage or resolution may result in altitude and aperture
becoming performance or system drivers. The implication of this for mission analysis
and design is that we must put substantial effort into understanding the quantitative
relationship between, for example, altitude, aperture, coverage, and resolution, in
order to set intelligently both the requirements (coverage and resolution) and system
parameters (altitude and aperture). For FireSat, the critical requirements might be fire
location accuracy, resolution, coverage, or timeliness of the data. We should concen-
trate on these requirements to determine how firm they are, how good we should make
them, and how much we will pay for them to achieve our broad objectives. Critical
requirements may differ for alternative mission concepts.

* A budget is a numerical list of the components of any overall system parameter. Thus, the total
spacecraft weight budget would consist of the weights assigned to the payload instruments,
the various subsystems, the propellant required, and typically some margin for growth.

t In the first and second editions of this book, critical requirements were called driving require-
ments. We changed the terminology to avoid confusion with the system drivers of Step 5.
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The above questions form the basis of mission wtility analysis, Step 8, in which we
quantify how well we are meeting both the requirements and the broad objectives as a
function of either cost or key system-design choices. We would like to provide the
decision maker a single chart of potential performance vs. cost. More typically, we
must settle for something less ideal, such as the percent of fires detected within 2 hours
vs. the aperture of the instrument, or the delay time in detecting forest fires vs. altitude
and the number of satellites in the constellation. Only the user or developer of the sys-
tem can uliimately determine the goodness of these critical performance measures,
called Measures of Effectiveness or Figures of Merit. Consequently, mission definition
must be to some degree a joint process between those who understand the mission
analysis and design process and those who eventually must use the system or justify
its cost.

Having evaluated alternative designs and done a prehmmary assessment of mission
utility, we select one or more baseline system designs in Step 9. A baseline des1gn is
a single consistent definition of the system which meets most or all of the mission
objectives. A consistent system definition is a single set of values for all of the system
parameters which fit with each other—e.g., resolution and coverage rates which cor-
respond to the assigned altitude, aperture, and resulting spacecraft weight. In actually:
designing a space system, many parameters are being defined and changed simulta-
neously. The baseline provides a temporary milestone against which to measure
progress. It also allows us to limit the number of options which must be evaluated.
Rather than looking at all possible combinations of altitude, aperture, power, and
spectral band (a nearly impossible task), it is much more feasible to look at the impact
of varying each of these individually relative to one or two baseline designs. As the
system design matures, the baseline becomes more firm, and eventually becomes the
system design. However, we should always remember that the baseline is only a start-
ing point for the iterative trade process and should not be regarded as an ironclad
definition of mission parameters.

Because builders of a space system work from speciﬁc requirements, we must
translate the broad objectives and constraints of the mission into well-defined system
requirements in Step 10. In Step 11, we flow down or allocate these numerical
requirements to the components of the overall space mission in the same way that a
budget allocates weight and power to the spacecraft’s components. The final list of
detailed requirements reflects how well we have done the job of space mission
analysis, design, and allocation.

1.1.1 Changes in Future Space Missions

The way we analyze and design space missions is itself continually evolving. In
particular, we expect major changes in this process because of increasing techno-
logical maturity, increasing use of onboard processing, and continuing emphasis on
low-cost missions.

Technological limits on space exploration are giving way to those of policies,
politics, and economics. Nearly any mission is technically feasible. It is well within
our technical capacity to build a lunar base, mount manned explorations to Mars or
other planets, create an industrial base in space, or build networks of satellites to
provide truly global communications and observations. Our activity in space depends
on what we can afford to do or what we choose to do. Therefore, we must carefully
analyze why we choose to use or explore space. We must select each space mission,
not just to achieve something that could not have been done before, but to achieve
something that should be done or is worth doing.
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A major technological change in future space missions will be increased use of
onboard computers. Space system developers have been very slow to use computers
because of the conservative approach to spacecraft design, long lead times in space-
craft production, and very real difficulties associated with running a computer reliably
in space.” The shift to increased onboard processing is moving spacecraft toward more
autonomy and increased complexity in terms of the tasks they undertake. Whether this
change drives space costs up or down depends upon the government and industry’s
approach to autonomy and software development for space. Spacecraft may follow the
example of ground systems, carrying either low-cost commercial systems or vastly
more expensive but more capable special purpose systems.

We anticipate continuing emphasis on low-cost spacecraft. Small spacecraft will
increase for future space missions. These could be either individual, single-purpose,
small satellites or large constellations of small sateilites used for communications,
space-based radar, or tactical applications. Again, the community appears to be divid-
ing into those who can build small, low-cost spacecraft and those who continue to
build large, expensive systems. Creating LightSats represents a new ethic and a new
way of doing business in space. If the space business is to grow and prosper as com-
mercial aviation has, we must find a way to reduce the costs of using space. Lowering
cost is the real challenge for space mission analysis and design, as well as the govern-
ment and industrial groups which have created and used this process.

Finally, the mission concept and associated space mission architecture largely
determine the cost, complexity, and efficiency of the overall system, This is com-
pounded greatly when you begin to consider integrating the operational aspects of
many different missions. For example, today within DoD, we have communication,
navigation, signal intelligence, reconnaissance, and weather systems; each with their
own mission concept and architecture. The upcoming challenge is to find ways for
these systems to operate together to meet user needs.

The fundamental question is “Who are the customers, and what products or services
do they require?” In trying to answer this we find ourselves dealing with information-
related issues: What information is required, where, and in what form? Most
customers don’t care about the existence of communications, navigation, or weather
satellites. They need specific information and are not interested in what systems
provide it. Today’s challenge is to blend the capabilities and information available
from multiple systems to meet customer needs. Military people often express this as
tasking, processing, interpretation, and dissemination, whereas commercial people
often express the same issues as customer requests processing, formatting, and
delivery.

Figure 1-3 is divided along somewhat arbitrary, functional boundaries. We need to
find ways to dissolve these artificial boundaries and create cost-effective solutions to
our customer’s information needs. For example, instead of trying to integrate the
separate systems discussed above, we might consider having multimission payloads
and spacecraft that have the ability to gather intelligence information, weather, and
provide navigation using one payload—multimission payloads.

An alternative to creating multimission payloads is to divide the architecture
differently by placing all sensors on one space asset, processing capability on another

* Space computérs are far more susceptible than ground computers to single-event upsets caused
by the high-radiation environment or randomly occurring cosmic rays. To protect against this
damage, we must design computers specifically for use in space, as described in Chap. 16.
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and using existing or proposed communications links to move the information around.
A third alternative might be to use a series of low-cost LightSats each doing a separate
function, but in such a way that the end results can be easily and directly integrated by
the user’s equipment on the ground.

These examples provide a slightly different perspective which is difficult for many
orgamzatrons both industrial and govemment to adopt because we think and orgamze

decompose our missions and divide them into workable pieces has been one of the
reasons, for our success. On the other hand, if we think only functionally it may cause
significant problems. We must also think horizontally and create systems that can be
integrated with other space and ground systems to create capabilities that are greater
than the sum of their parts. As -always, our goal is to meet the total user needs at
minimum cost and risk.

1.2 The Space Mission Life Cycle

Table 1-2 illustrates the life cycle of a space mission, which typically progresses
through four phases:

* Concept exploration, the initial study phase, which results in a broad definition
of the space mission and its components.

* Detailed development, the formal design phase, which results in a detailed
definition of the system components and, in larger programs, development of
test hardware or software.

* Production and deployment, the construction of the ground and flight hard-
ware and software and launch of the first full constellation of satellites.

* Operations and support, the day-to-day operation of the space system, its
maintenance and support, and finally its deorbit or recovery at the end of the
mission life.

These phases may be divided and named differently depending on whether the
sponsor—ithe group which provides and controls the program budget—is DoD,
NASA, one of the many international organizations, or a commercial enterprise. The
time required to progress from initial concept to deorbiting or death of the space asset
appears to be independent of the sponsor. Large, complex space missions typically
require 10 to 15 years to develop and operate from 5 to 15 years, whereas small,
relatively simple missions require as few as 12 to 18 months to develop and operate
for 6 months to several years.

Procurement and operating policies and procedures vary with the sponsoring
organization, but the key players are the same: the space mission operator, end user or
customer, and developer. Commercial space missions are customer driven. The main
difference between users and customers is that customers usually pay. for a service,
whereas users receive services that others pay for. Operators control and maintain the
space and ground assets, and are typically applied engineering organizations. End
users receive and use the products and capability of the space mission. They include
astronomers and physicists for science missions, meteorologists for weather missions,
you and me for communication and navigation missions, geologists and agronomists
for Earth resources missions, and the war fighter for offensive and defensive military
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TABLE 1-2. Space Program Development Phases. Every space program progresses through
the top-level phases. Subphases may or may not be part of a given program. The
time required to complete the process varies with the scope. (Diagram courtesy

R. Bertrand.)
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space missions. The developer is the procuring agent, be it government or @ commer-
cial enterprise, and includes the contractors, subcontractors, and government develop-
ment, and test organizations. The operators and users must generate technically and
fiscally responsible requirements; the developer must provide the necessary product
or capability on time and within changing political and funding constraints.

Three basic activities occur during the Concept Exploration Phase (see Fig. 1-2).
Users and operators develop and coordinate a set of broad needs and performance
objectives based on an overall concept of operations. At the same time, developers
generate alternative concepts to meet the perceived needs of the user and operating
community. In addition, the sponsor performs long-range planning, develops an
overall program structure, and estimates budgetary needs and available funding to
meet the needs of the users, operators, and developers. In order to be successful in pro-
ducing and deploying a new space capability, the four key players in this activity must
closely integrate their areas of responsibility.

This book emphasizes the concept exploration phase which further divides into
needs analysis and concept development, as detailed in Table 1-3. The goal during
concept exploration is to assess the need for a space mission and to develop affordable
alternatives that meet operator and end-user requirements. The Needs Analysis is a
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Fig. 1-2. Organizations and Peopie that Play Key Roles in Space Missions. During concept
exploration users and operators provide requirements, developers create the design of
the mission and systems, while sponsors provide funding.

continuing process which culminates in a new program start. Operators and end users
develop potential mission requirements based on the considerations shown in the left-
hand column of Table 1-3. The process is different for each organization, but at some
point a new program begins with a set of mission objectives, concept of operations,
and desired schedule. In DoD, the Mission Needs Statement documents this informa-
tion and becomes part of the planning, programming, and budgeting system [Defense
Systems Management College, 1990]. If approved, the program receives funding and
proceeds to concept development,

At the Program Initiation milestone, the funding organization commits to pro-
ceeding through concept development. The program will receive different levels of
scrutiny depending on its scope, political interest, and funding requirements. In DoD,
programs classed as major programs receive the utmost attention at the highest levels
of the Defense Department. Various components of the military use distinct criteria to
identify major programs [Defenge Systems Management College, 1990]. A DoD crit-
ical requirements program is “major” if it requires more than $200 million in research,
development, test, and evaluation funds or more than $1 billion in production costs.
Programs that require participation by more than one component of the armed forces
or have congressional interest may also be classified as major programs.

During Concept Development the developer must generate alternative methods of
meeting the operator’s and end user’s needs. This procedure includes developing and
assessing different concepts and components for mission operations, as well as
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TABLE 1-3. Further Breakdown of Concept Exploration Phase. During concept exploration
the operator and end users define their needs and requirements and,pass them to
the developing organization for concept development. A basic premise of this book
is that the operator, user, and developer should work together to create realistic and
affordable mission objectives and requirements that meet user needs.

Concept Exploration and Definition

Needs Analysis Concept Development

Generate potential requirements based on Reassess potential requirements generated

Mission objectives during needs analysis

Concept of operations Develop and assess alternative mission

Schedule B operations concepts

Life-cycle cost and affordability

Changing marketplace Develop and assess alternative space mission

Research needs architectures

National space policy Estimate

Long-range plan for space performance supportability

Changing threats to national defense |ife-cyc|e cost produceabi[ity

Military doctrine schedule funding profiles

New technology developments risk return on investment

Commercial objectives

estimating the factors shown in the right-hand column of Table 1-3. The information
becomes part of an overall system concept. High-level managers in the user, operator,
and development communities evaluate whether the concepts, initial mission objec-
tives, and potential requirements meet the mission’s intentions. If the program satisfies
the need at a reasonable cost, it passes the Requirements Validation milestone and
proceeds into the Detailed Development Phase.

This book provides the technical processes and information necessary to explore
concepts for many space missions. Table 1-3 identifies a major concern that can
undermine the entire process: in many cases, users and operators analyze the needs and
formulate mission requirements apart from the development community. Then they
pass these requirements “over the wall” without negotiating. The developer often
generates alternatives without the operators and users. These autonomous actions
produce minimum performance at maximum cost.

To explore a concept successfully, we must remove the walls
between the sponsor, space operators, users or customers, and
developers and become a team.

A good team considers the mission’s operations, objectives, and requirements as
well as the available technology to develop the best possible mission concept at the
lowest possible life-cycle cost. ,

All space missions consist of a set of elements or ‘components as shown in
Fig. 1-3. The arrangement of these elements form a space mission architecture.
Various organizations and programs define their mission elements differently,
although all of the elements are normally present in any space mission.

The subject of the mission is the thing which interacts with or is sensed by the space
payload: moisture content, atmospheric temperature, or pressure for weather missions;
types of vegetation, water, or geological formations for Earth-sensing missions; or a
rocket or intercontinental ballistic missile for space defense missions. We must decide
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Command, Control and
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Element 7
" "‘E"ﬁ
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Fig. 1-3. Space Mission Architecture. All space missions include these basic élements to
some degree. See text for definitions. Reguiréements for the system flow from the
operator, end user, and developer and are allocated to the various mission elements.

what part of the electromagnetic spectrum to use in order to sense the subject, thus
determining the type of sensor as well as payload weight, size, and power. In many
missions, we may trade off the subject. For example, if we are trying to track a
missile during powered flight, the subject could be the rocket body or exhaust plume,
or both.

For communications and navigation missions the subject is a set of equipment
on the Earth or on another spacecraft, including communication terminals, televisions,
receiving equipment for GPS navigation, or other user-furnished equipment. The key
parameters of this equipment characterize the subject for these types of missions.
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The payload consists of the hardware and software that sense or interact with the
subject. Typically, we trade off and combine several sensors and experiments to form
the payload, which largely determines the mission’s cost, complexity, and effective-
ness. The subsystems of the spacecraft bus support the payload by providing orbit and
attitude maintenance, power, command, telemetry and data handling, structure and
rigidity, and temperature control. The payload and spacecraft bus together are called
the spacecraft, space segment, or launch vehicle payload.

The launch system includes the launch facility, launch vehicle and any upper stage
required to place the spacecraft in orbit, as well as interfaces, payload fairing, and
associated ground-support equipment and facilities. The selected launch system
constrains the size, shape, and mass of the spacecraft.

The orbit is the spacecraft’s path or trajectory. Typically, there is a separate initial
parking orbit, transfer orbit, and final mission orbit. There may also be an end-of-life
or disposal orbit. The mission orbit significantly influences every element of the
mission and provides many options for trades in mission architecture.

The communications architecture is the arrangement of components which satisfy
the mission’s communication, command, and control requirements. It depends strong-
ly on the amount and timing requirements of data to be transferred, as well as the num-
ber, location, availability, and communicating ability of the space and ground assets.

The ground system consists of fixed and mobile ground stations around the globe
connected by various data links. They allow us to command and track the spacecraft,
receive and process telemetry and mission data, and distribute the information to the
operators and users.

Mission operations consist of the people, hardware, and software that execute the
mission, the mission operations concept, and attendant policies, procedures, and data
flows. Finally, the command, control, and communications (C3) architecture contains
the spacecraft, communications architecture, ground segment, and mission operations
elements.

1.3 Step 1: Definition of Mission Objectives

The first step in analyzing and designing a space mission is to define mission
objectives: the broad goals which the system must achieve to be productive. Figure 1-4
shows sample objectives for FireSat. We draw these qualitative mission objectives
largely from the mission statement. In contrast, the mission requirements and
constraints discussed in Sec. 1.4 are quantitative expressions of how well we achieve
our objectives—balancing what we want against what the budget will allow. Thus,
whereas we may modify objectives slightly or not at all during concept exploration,
we often trade requirements throughout the process. For FireSat to be FireSat, it must
detect, identify, and monitor forest fires. As we trade and implement elements of the
system during concept exploration, we must ensure that they meet this fundamental
objective. An excellent example of the careful definition of broad mission objectives
for space science missions is given by the National Research Council [1990].

Ordinarily, space missions have several objectives. Some are secondary objectives
which can be met by the defined set of equipment, and some are additional objectives
which may demand more equipment. Nearly all space missions have a hidden agenda
which consists of secondary, typically nontechnical, objectives. Frequently political,
social, or cultural, they are equally real and equally important to satisfy. For example,
a secondary objective for FireSat could be to show the public a visible response to
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FireSat
Mission Objectives

Primary Objective:
To detect, identify, and monitor forest fires throughout the UnitedStates,
including Alaska and Hawaii, in near real time.

Secondary Objectives:

To demonstrate to the public that positive action is underway to contain
forest fires. '

To collect statistical data on the outbreak and growth of forest fires.

To monitor forest fires for other countries. -

To collect other forest management data.

Fig. 1-4. FireSat Mission Objectives. Unlike requirements, which specify numerical levels of
performance, the mission objectives are broad statements of what the system must do
to be useful.

frequent forest fires. Third World nations produce satellites in part to show that their
developing technology makes them important players in international politics. Of
course, this secondary political objective for space programs has been important for
many years in both the United States and the former Soviet Union. If we are to meet
all of a space mission’s objectives, we must identify secondary and nontechnical
objectives as well as primary ones. ) o

Multiple objectives also occur when we use a single satellite to meet different
demands. For example, we may use FireSat's temperature-sensing instruments to
monitor global changes in ocean temperatures. In this case, the secondary objectives
could become as important as the primary ones. A second example would be adding a
communications payload to FireSat to permit better communications among the
distributed groups who fight forest fires. Although the primary objective usually will
be quite stable, secondary objectives may shift to meet the users’ needs and the
redefined potential of the space mission concept.

As in the case of most of the top-level trades, we recommend strongly against
numerical formulas that try to “score” how well a mission meets its objectives. We can
compute probabilities - for achieving some technical objectives, but trying to
numerically combine the coverage characteristics of different FireSat constellations
with the political impact of launching FireSat is too simplistic for effective decision
making. Instead, we must identify objectives separately so we can judge how to
balance alternative objectives and mission concepts.

Good mission objectives incorporate user needs and, at least indirectly, the space
characteristics we are exploiting to achieve them. As stated earlier, space is expensive.
If our end objective does not use one of the fundamental space characteristics, it will
likely cost less to do on Earth. For example, there is little reason to manufacture low-
cost consumer goods or publish books in space.

What fundamental characteristics of space make space missions desirable?
Table 1-4 lists some of them with their corresponding missions. Exploring and using
space serves various objectives, from extremely practical telecommunications and
weather, to major scientific observatories hoping to understand the universe better, to
advanced military applications and exploring and exploiting the Moon and planets.
Our objectives are diverse partly because we use many different space characteristics.
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For example, materials processing uses the microgravity and high vacuum of space,
disregarding the spacecraft’s position over the Earth. Conversely, communications or
observation satellites emphasize Earth coverage as the most fundamental space
characteristic 1o achieve their objectives.

TABLE 1-4. Characteristics of Space Exploited by Various Space Missions. Note the wide
variety and that many are only beginning to be used. (Spacecraft acronyms are

defined in the index.)

Relevant Degree of Sample
Characteristic Missions Utilization Missions
Global Communications Some are mature IntelSat
Perspective Navigation industries; major new GPS
Weather advances will come with | NOAA satellites
Surveillance increased onboard DBS
processing
Above the Scientific observations | Well developed; space | Space Telescope
Atmosphere at all wavelengths observatories will GRO
continue to dramatically | Chandra X-Ray
change our view of Observatory
the universe IUE
Gravity-free Materials processing | Now in infancy; Industrial Space Facility
Environment | in space may be many future 1SS
applications Comet
Abundant Space industrialization | Essentially none Space colonies
Resources Asteroid exploration Solar power satellites
Solar power satellites NEAP
Exploration of | Exploration of Moon Initial flybys have been | Manned lunar or
Space ltself and planets, scientific | done; Some landings Martian bases
probes, asteroid and | done or planned; limited | Apollo
comet missions manned exploration Galileo

Table 1-4 reveals a second important feature: the varying levels of exploitation for
different space characteristics. Many current missions use the global perspective of
space—for telecommunications, weather, navigation, and other aspects of Earth
monitoring. Space-based telecommunications will continue to grow, but it is already
a major and mature industry. Satellite communications by telephone and television
have become a part of everyday life and have helped to bring about a communications
revolution largely responsible for our shrinking world. Equally dramatic changes are
likely in the future as new applications for space-based communications and naviga-
tion continue to emerge.

In contrast to telecommunications, materials processing and precision manu-
facturing in gravity-free space is only in its infancy. Major strides appear possible in
pharmaceutical and semiconductor devices that may bring about an entirely new
industrial segment. Exploiting space’s almost limitless resources is even further
removed. Unlimited continuous power and huge, accessible supplies of physical
materials may, in the long run, maintain an industrialized society without destroying
the Earth’s fragile environment. These objectives will require greater vision than
those for the more fully developed areas of communications, resource mapping, and
monitoring.

We see from Table 1-4 that we have either not used or only begun to use most of
the major characteristics of space, so changes in future space exploration should be far
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larger than present development. To take practical advantage of these characteristics,
we must greatly reduce the costs of exploring and exploiting space. Finding ways to
lower these costs is a principal objective of this book. (See Wertz and Larson [1996].)

1.4 Step 2: Preliminary Estimate of Mission Needs,
Requirements, and Constraints

Having defined the broad cbjectives that the space mission is to achieve, we wish
to transform them into preliminary sets of numerical requirements and constraints on
the space mission’s performance and operation. These requirements and censtraints
will largely establish the operational concepts that will meet our objectives. Thus, we
must develop requirements which truly reflect the mission objectives and be willing to
trade them as we more clearly define the space system.

To transform mission objectives into requirements, we must look at three. broad
areas:

« Functional Requirements, which define how well the system must perform to
meet its objectives.

« Operational Requirements, which determine how the system operates and how
users interact with it to achieve its broad objectives. . .

o Constraints, which limit cost, schedule, and implementation techniques
available to the system designer.

The needs, requirements, and constraints for any specific mission will depend upon
the mission itself and how we implement it. For example, the mission may be a
commercial venture, a government scientific program, or a crash emergency program
responding to dire need. Still, most space missions develop their requirements accord-
ing to the basic characteristics in Table 1-5. ‘

Establishing top-level mission requirements is extremely difficult, depending on
mission needs and on the perceived complexity of cost of meeting them. Therefore,
contrary to frequent practice, we should iterate the numerical requirements many times
in the design process. The first estimate of mission requirements must come from the
goals and objectives combined with some view of what is feasible. Often, we can
reiterate or slightly modify requirements and specifications from previous missions,
thus carrying over information known from those missions. Of course, we must be
prepared to trade these requirements as we develop the mission concept, thereby
avoiding the problem of keeping old and inappropriate requirements.

The next step in setting up preliminary mission requirements is to look for the
“hidden agenda” discussed in Sec. 1.3 and Chap. 2. This agenda contains the devel-
oper’s implicit goals and constraints. For example, the FireSat mission may need to be
perceived as responding quickly to public demand. Thus, an extended R&D program
to develop the most appropriate FireSat satellite may not be acceptable.

As discussed further in Chap. 21, we must recognize that developing a space
mission depends on political, legal, and economic elements, as well as technology.
Thus, the most appropriate solution must meet mission technical requirements and the
developer’s political and economic goals. For example, satellite systems for a small
nation may use components built in that nation or develop some new components
locally, even though they would cost less if bought in other countries. In this case, we
would spend more money to meet a political constraint: using the space mission to
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TABLE 1-5. Examples of Top-Level Mission Requirements. We typically subdivide these
top-level requirements into more specific requirements applicable to specific space

missions.
Where Factors which Typically
Requirement | Discussed | Impact the Requirement FireSat Example
FUNCTIONAL

Performance Chaps. Primary objective, payload |4 temperature levels

9,13 size, orbit, pointing 30 m resolution

500 m location accuracy
Coverage Sec. 7.2 Orbit, swath width, number | Daily coverage of 750 million
of satellites, scheduling acres within continental U.S.

Responsiveness | Sec. 7.2.3, Communications Send registered mission data

Chap. 14 architecture, processing within 30 min to up to 50 users

delays, operations
Secondary Chap. 2 As above 4 temperature levels for pest
Mission management
OPERATIONAL

Duration Secs. 1.4, Experiment or operations, | Mission operational at least

10.5.2,19.2 | level of redundancy, altitude | 10 years
Availability Sec. 19.1 Level of redundancy 98% excluding weather,

3-day maximum outage

Survivability Sec. 8.2 Orbit, hardening, electronics | Natural environment only
Data Chaps. Communications Up to 500 fire-monitoring offices
Distribution 13,15 architecture + 2,000 rangers worldwide (max.

of 100 simultaneous users)

Data Content, Chaps. 2, User needs, level and place | Location and extent of fire on
Form, and 9,13, 14 of processing, payload any of 12 map bases, average
Format temperature for each 30 m2 grid
CONSTRAINTS
Cost Chap. 20 Manned fiight, number < $20M/yr + R&D
of spacecraft, size and
complexity, orbit
Schedule Secs. Technical readiness, Initial operating capability within
1.3, 191, program size 5 yrs, final operating capability
Chaps. 2, 12 within 6 yrs
Regulations Sec. 21.1 Law and policy NASA mission
Political Sec. 21.1 Sponsor, whether Responsive-to public demand
international program for action
Environment Secs. 8.1, Orbit, lifetime Natural
21.2
Interfaces Chaps. Level of user and operator | Comm. relay and interoperable
14,15 infrastructure through NOAA ground stations
Development Chap. 2 Sponsoring organization Launch on STS or expendable;
Constraints No unigue operations people at

data distribution nodes

develop and promote national enginéering resources. The technical community often
sets aside nontechnical considerations and regards them as less important or less real
than technical constraints. But a successful mission design must include all require-
ments and constraints placed on the system.




1.4 Step 2: Preliminary Estimate of Mission Needs, Requirements, and Constraints 17

Finally, we reiterate that preliminary mission requirements should be established
subject to later trades. Mission designers often simply try to meet the procuring
group’s requirements and constraints, because not meeting them appears to be a strong
competitive disadvantage. Consequently, designers may not modify them, even if
changes could make the system cost less or perform better for a given cost. Section 3.3
and Chap. 4 detail this process of trading on system requirements to maxinize per-
formance vs. cost.

As an example, we consider the requirement for mission duration or spacecraft
lifetime, which may or may not be the same. This parameter exemplifies the difficulty
of establishing requirements. The length of the mission is often indefinite. We want to
detect, identify, and monitor forest fires continuously at a reasonable cost per year. In
practice, however, we must develop a system that meets this need and then deploy it
with an established design life and, perhaps, a replenishment philosophy. The design
life of the individual FireSat spacecraft will strongly affect cost and will determine the
level of redundancy, propellant budgets, and other key system parameters. In princi-
ple, we would like to obtain a graph of spacecraft cost vs. design life as shown in Fig.
1-5. We could then easily compute the total expected cost per year for different design
lives, as shown by the dashed line, and the minimum spacecraft cost per year. We
could also assess technological obsolescence, or the point at which we wish to replace
the spacecraft because of better or cheaper technology.

[
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Launch Cost
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Fig. 1-5. Hypothetical Curve of Cost vs. Spacecraft Design Life. The cost per year is the
total cost divided by the design life. in principle, we should use such curves to set the
Spacecraft Design Life requirement. In practice, they rarely exist. See Sec. 20.5 for a
Cost vs. Design Life curve for FireSat.

In practice, figures such as 1-5 are almost never done or, at best, are done
qualitatively. The mission duration is normally assigned rather arbitrarily with a
general perception of cost per year. Thus, there may be a push to produce spacecraft
lasting 5 or 10 years because people believe these will be more economical than ones
lasting only a few years. No matter how we choose the design life, we would like to
go through the process described above for decisions about mission lifetime. If at all



18 The Space Mission Analysis and Design Process

possible, it would be desirable to create a chart similar to Fig. 1-5 based on even crude
estimates of spacecraft cost. Doing so provides a much stronger basis for establish-
ing mission requirements and, e.g., determining whether we should push harder for a
longer spacecraft lifetime or back off on this requirement to reduce spacecraft
cost.

Having made a preliminary estimate of mission requirements and constraints, we
proceed in Chap. 2 to define and characterize one or more baseline mission concepts.
The issue of refining requirements and assessing how well objectives can be met is
discussed in Chaps. 3 and 4.
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Chapter 2

Mission Characterization

James R. Wertz, Microcosm, Inc.
Richard P. Reinert, Ball Aerospace Systems

2.1  Step 3: Identifying Alternative Mission Concepts
Data Delivery; Tasking, Schedulzng and Control,
Mission Timeline

2.2  Step 4: Identifying Alternative Mission Architectures

2.3 Step 5: Identifying System Drivers

2.4  Step 6: Characterizing the Mission Architecture

Mission characterization is the initial process of selecting and defining a space
mission. The goal is to select the best overall approach from the wide range available
to execute a space mission. Typically we wish to choose the lowest cost or the most
cost-effective approach, and provide a traceable rationale that is intelligible to decision
makers.

The initial process of mission characterization is discussed for general missions by
Griffin and French [1991] and Pisacane and Moore [1994]. Elbert [1987, 1996] and
Agrawal [1986] provide similar discussions for communications and geosynchronous
satellites. Eckart [1996] and Woodcock [1986] discuss this process for manned mis-
sions and Wall and Ledbetter [1991] do so for remote sensing. Boden and Larson
[1996] discuss initial characterization for mission operations and London [1994]
provides a similar overview for launch vehicles, with a strong emphasis on reducing
cost. Davidoff [1998] and Wertz and Larson [1996] discuss specific mechanisms
applicable to low-cost and reduced cost missions.

The unconstrained number of mission options is huge, considering all possible
combinations of orbits, launch systems, spacecraft, and mission concepts. The goal of
this chapter is to prune this large number to a manageable level, without discarding
options that offer significant advantages. We will do so by applying the requirements
and constraints from Chap. 1 to pare down the list of alternatives. As an example, for
most commercial communications applications, we would traditionally restrict our-
selves to a geosynchronous orbit and only a few launch systems. However, the large
number of low-Earth orbit communications constellations suggests that other options
should be considered.

With requirements and constraints defined and alternative mission concepts
selected, we must define each concept to the level required for meaningful compari-
sons. As Fig. 2-1 shows, we need to do this independently for each of the alternative
mission concepts identified as “A” and “B” in the figure. Chapter 3 describes in more
detail how we then evaluate the concepts, compare them in terms of cost and perfor-
mance, and select one or more baselines. At the same time, we must keep track of the
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element and system costs using the characteristics generated in the study and the tech-
niques in Chap. 20. This procedure results in a rough order of magnitude (ROM) cost
and an understanding of relative costs to support further trades and system evaluations.
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In common use, “mission concept,” “concept of operations,” and “mission
architecture” are frequently interchangeable and, at best, vaguely defined. Throughout
this chapter, we wish to clearly distinguish between them. The mission concept, dis-
cussed in Sec. 2.1, is a broad statement of how the mission will work in practice. This
should not be confused with mission operations, which provides the details of how
people will operate and control the mission. The mission architecture, introduced in
Sec. 2.2, is the mission concept plus a definition of each of the major elements of the

mission.
2.1 Step 3: Identifying Alternative Mission Concepts

The broad mission concept is the most fundamental statement of how the mission
will work—that is, how it gets its data or carries out the missjon to satisfy the end
user’s needs. The mission concept as we are using it here consists of the four principal
elements in Table 2-1. Notice that most of these elements are somehow associated
with data or information. Except for manufacturing in space and a small number of
other space payloads, most space missions are concerned fundamentally with the.
genération or flow of information. Thus, FireSat’s mission is to generate and commu-
nicate to an end user information about forest fires. Communications satellites move
data and information from one place to another. Weather, surveillance, and navigation
satellites are all concerned with generating and communicating information. Thus,
~ data flow is central to most space missions. How will FireSat determine where-a fire

is and how big it is? How will the system communicate that information to the fire
fighter in a truck or plane? Once we answer these broad questions, we begin to under-
stand FireSat’s abilities and limits.

TABLE 2-1. Elements of the Mission Concept of Operations. See Table 2-2 for a list of key
trades and where discussed. Note that we discuss communications architecture in

Sec. 13.1.
Element Definition FireSat Example
Data Delivery How mission and housekeeping | How is imagery collected? How are for-
data are generated or collected, | est fires identified? How are the resuits
distributed, and used transmitted to the fire fighter in the field?
Communications | How the various components of | What communications network is used
Architecture . | the system talk to each other to transmit forest fire data to the users in
the field?
Tasking, | How the system decides whatto | What sensors are active and when is
Scheduling, do in the long term and short term | data being transmitted and processed?
and Control Which forested areas are receiving
attention this month?
Mission The overall schedule for planning, | When will the first FireSat become
Timeline building, deployment, operations, | operational? What is the schedule for '
replacement, and end-of-life satellite replenishment?

As Table 2-2 shows, defining the mission concept consists of defining the various
options that are available and then selecting the most appropriate. Section 2.2
describes how we define options and take a first cut at the broad choices available to
us. The process of selecting among them described in Sec. 3.2 is called system trades.
Here we are interested in what these trades are and what some of the broader alterna-
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tives are to generate and transmit data. The process of defining how to transmit the
data between the spacecraft and various users and controllers on the ground is called
the communications architecture and is discussed in Chap. 13.

TABLE 2-2. Process for Defining the Mission Concept of Operations. See Table 2-1 for
definitions and FireSat example.

Where
Step Key Trades Discussed
1. Define data delivery process for Space vs. ground processing Sec. 2.1.1
— Mission and housekeeping data Level of autonomy Chap 13
Central vs. distributed processing
2. Define tasking, scheduling, and control for | Level of autonomy Sec.2.1.2
- Mission and housekeeping data Central vs. distributed control
— Long term and short term
3. Define communications architecture for - | Data rates bandwidth Sec. 13.1
— Mission and housekeeping data Timeliness of communications
4. Define preliminary mission timeline for Replenishment and Sec.2.1.3
~ Concept development end-of-life options
— Production and deployment Deployment strategy for
— Operations and end-of-life multiple satellites
Level of timeline flexibility
5. lterate and document N/A N/A

The mission timeline differs from other elements of the mission concept in
Table 2-1. It represents the overall schedule for developing, planning, and carrying out
the mission. This defines whether it is a one-time only scientific experiment or long-
term operational activity which will require us to replace and update satellites. In
either case, we must decide whether the need for the mission is immediate or long
term. Should we give high priority to near-term schedules or allow more extensive
planning for the mission? Of course, much of this has to do with the funding for the
mission: whether money is available immediately or will be available over time as we
begin to demonstrate the mission’s usefulness.

2.1.1 Data Delivery

Space missions involve two distinct types of data—mission data and housekeeping
data. Mission data is generated, transmitted, or received by the mission payload. This
is the basic information that is central to what the mission is all about. For FireSat, this
data starts out as infrared images on a focal plane and ends up as the latitude, Jongitude,
and basic characteristics of a forest fire transmitted to a fire fighter on the ground. The
mission data has potentially very high data rates associated with it. However, the need
for this data may be sporadic. Thus, FireSat may generate huge quantities of raw data
during periods of time that it is passing over the forests, but there is little need for this
same level of data when it is over the poles or the oceans.

Ultimately, the processed mission data may go directly to the end user or through
ground stations and communication networks associated with mission operations. This
will, of course, have a fundamental effect on how the mission works. In the first case,
FireSat would process its imagery and send the forest fire information as it is being
observed to the fire fighters in the field. In the second case, data would go instead to
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an operations center, where a computer system or human operators would evaluate it,
compare it with previous data, and determine the location and characteristics of a
forest fire. Then, the operations center would transmit this information to the fire
fighters in the field. The result is about the same in both cases, but the system’s abili-
ties, limits, characteristics, and costs may be dramatically different.

In contrast to the mission data, housekeeping data is the information used to
support the mission itself—the spacecraft’s orbit and attitude, the batteries’ tempera-
ture and state of charge, and the status and condition of the spacecraft’s parts. Unlike
the mission data, which is typically sporadic and may have huge data rates, the house-
keeping data is usually continuous and at a low data rate. Continuously monitoring
system performance does not require much information transfer by modern standards.
In addition, rather than going to the end user, housekeeping data goes to_the system
monitoring and control activity within mission operations. Although housekeeping
and mission data are distinct, we often need housekeeping data to make the mission
data useful. For example, we must know the spacecraft’s orbit and attitude to deter-
mine the ground lookpoint of the payload sensors and thereby locate the fire.

For both mission and housckeeping data, the data delivery system should be an
information management-oriented process. We want to take a large amount of raw
data, frequently from a variety of sensors, and efficiently transform it into the infor-
mation the users need and provide it to them in a timely manner. We do not know at
first whether sending FireSat data directly to the field or sending it first to a mission
operations center for interpretation and analysis is the best approach. But we-do know
our choice will dramatically affect how well FireSat works and whether or not it is an
efficient and effective system.

The principal trades associated with data delivery are:

* Space vs. ground—how much of the data processing occurs on board the space-
craft vs. how much is done at mission operations or by the end user?

* Central vs. distributed processing—is one computer talking to another compuiter,
or does one large central computer on the spacecraft or on the ground process
everything?

* Level of autonomy*—how much do people need to intervene in order to provide
intelligent analysis and minimize costs? o

These trades are strongly interrelated. Thus, autonomy is important by itself, but is
also a key element of the space vs. ground trade. If human intervention is required (i.e.,
it can’t be done autonomously), then the process must be done on the ground—or it
must be a very large spacecraft. We will discuss each of these trades below after we
have looked at the data delivery process as a whole. Autonomy is discussed in
Sec. 2.1.2, because it is also critical to tasking and control. o
The best way to start looking at the data-delivery problem is a data-flow analysis.
This defines where the data originates and what has to happen to it before it gets to
where it needs to go. To examine the data flow we can use a data-flow diagram as
shown in Fig. 2-2 for the FireSat mission. A data-flow diagram lets us outline the tasks
which we need to do, even though we don’t understand yet how we will do most of
them. For FireSat we know that we need some type of information collection, probably

* The language here can be confusing. An autonomous operation runs without human interven-
tion. An autonomous spacecraft runs without intervention from outside the spacecraft.



24 Mission Characterization 2.1

a camera or imager or some other mechanism for detecting fires. As shown across the
top row of Fig. 2-2, this imaging information must be digitized, probably filtered in
some fashion, and transferred to a map of forest regions. We must then interpret the
image to identify whether a fire exists, incorporate the results on a map, and distribute
the map to the end user.
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Fig. 2-2. FireSat Data-Flow Diagram. The purpose of the data flow is to view the space mis-
sion from a data-oriented perspective. We want to know where the data comes from,
what processing must be done, and where the results are used. Our principal mission
objective is to provide the necessary data to the end user at minimum cost and risk.

To put the image on a map, we need to determine the spacecraft’s orbit and attitude.
The attitude will almost certainly be determined on board. The orbit may be deter-
mined either on board or by observations from the ground. In either case, the orbit and
attitude information are combined to determine where on the ground the sensor is
looking. We then select the map corresponding to the area we are looking at so we can
correlate the sensor data with some physical location the fire fighters recognize.

Even though we are not certain yet how the data will be used, we can be fairly sure
that our end data from FireSat will have several applications other than immediate use
by the fire fighters. We will want to archive it in some central location for record-
keeping and improving our capacity to analyze and interpret future data. Finally, we
will sort out a large amount of ancillary data, such as statistics, reports, and forest-
management information, and use it over an extended period. The need for this data
does not have the real-time demand of the fire data itself.

The importance of the data-flow diagram is that it lets us see what has to happen in
order to make our mission work. For FireSat, we need to combine the mission sensor
with orbit and attitude information in order to make our system work in real time.
However, the most difficult step is probably the one labeled “Image Interpretation and
Analysis.” Can an automated system quickly detect forest fires and send information
directly to the user, or do we need extensive interpretation and analysis by trained
people in mission operations? What type of experiments or information must we have
to determine which of these is possible? Even after we have selected an approach, we
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should revisit it regularly to see that it still makes sense. If we decide that FireSat’s
real-time requirements demand data processing in a computer on board the spacecraft,
we may dramatically drive up the cost because onboard processing is expensive. Our
mission analysis may result in an automated FireSat which costs several times the
annual budget of the Forest Service. If so, we need to reconsider whether it would be
more economical to have an analyst on the ground interpret the data and then simply
phone the results to an appropriate fire station. The data-flow diagram is valuable in
belping to identify and track these central issues.

We will now look at two of the three principal trades associated with data delivery:
space vs. ground processing and central vs. distributed processing. Sectxon 2.1.2 and
Chap. 23.3 discuss the level of autonomy.

Space vs. ground processing trades. In most earlier space missions, ground -
stations processed nearly all of the data because spaceborne processors could not do
much. Chapter 16 describes several reasons onboard processing lags ground process-
ing. But many onboard ProCessors are now available with dramatically increased
capacity. Consequently, a major trade for future missions is how much to process data
on board the spacecraft vs. on the ground, elther at a mission-operations facility or
with the end user.

Section 3.2 describes how we undertake these and other system trades and compare
the results. The main issues in the space vs. ground trade are as follows:

1. Autonomy—how independent do we want the system to be of analysis and con-
trol by a mission operator? If evaluation by people is critical, we must do much
of the data processing on the ground. If autonomous processing is appropriate,
it can be done on board the spacecraft, at a central ground facility, or among the
end users. The level of autonomy is both a key trade in its own right and an
element of the space vs. ground trade. '

2. Data latency—how late can the data get to the end user? If we are allowed only
fractions of a second, we must go to automated processes, probably on board the
spacecraft. For FireSat, although we need the data in “near real time,” the delays
associated with sending the data to the ground for processing are not critical.

3. Communications bandwidth—how much data needs to be transmitted? If we
have large amounts of data from a sensor, we should process and compress it as
near the source as possible. Bringing down all of the FireSat imaging data and
then deciding what to process further on the ground will cause an enormous
communications problem and will probably drive up the FireSat mission’s cost
needlessly.

4. Single vs. multiple users—if there are a large number of end users, as would be
the case for FireSat, we may be able to save considerable money by doing a high
level of processing on board the spacecra.ft and sending the results directly down
to the individual users.

5. Location of end user—is the “end user” for any particular data element on the-

- ground or in space? In a space-to-space relay or a system for providing
automatic orbit maintenance, the end application is in space itself. In this case,
sending data to the ground for processing and then returning the results to the
space system can be very complex and costly. On the ground, the complexity of
the system is strongly affected by whether there is one end user at the mission
operations center or multiple, scattered users, as in the case of FireSat.
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Even if we choose to process data mostly in space, the basic system design should
allow us to obtain or recreate selected raw data for analysis on the ground. A fully
automated FireSat should have some means to record or broadcast the raw imaging
data, so mission planners and analysts can evaluate how well the system is working,
fix problems, and plan alternative and better techniques for later missions.

Traditionally, space software has been much more expensive than ground software.
This suggests that processing on the ground is generally lower cost than processing on
board the spacecraft. We believe that this will change in the future and, therefore, soft-
ware cost should not be a major trade element in the space vs. ground processing trade.
The cost of software is a function of what is done and how reliable we need to make
it, rather than where it is done. We can choose to make highly reliable software as
nearly error-free as possible for our ground systems and this software will have the
high cost inherent with most previous onboard software systems. On the other hand,
simple software with many reusable components can be developed economically and
used on the spacecraft as well as on the ground.

The space vs. ground processing trade will be a key issue and probably a significant
stumbling block for most missions in the near future. For short-lived, nontime-critical
missions, it will probably be more economical to work on the ground with little auto-
mation. For long-lived missions, or time-critical applications, we will have to
automate the processing and then do space vs. ground trades to minimize the operation
and end-user costs. In any case, we wish to use the data flow analysis to evaluate where
the data is coming from and where it will be used. If possible, we would like to mini-
mize the communication requirements and associate data (e.g., attach time or position
tags) as early as possible after the relevant data has been created.

For FireSat the payload sensor generates an enormous amount of data, most of
which will not be useful. One way to effectively deal with large amounts of raw data
on board the spacecraft is to compress the data (i.€., reduce the amount of data to be
stored or transmitted) prior to transmitting it to the ground. The data is then recreated
on the ground using decompression algorithms. There is a variety of methods for
compressing data, both lossless and lossy. Lossless data compression implies that no
information is lost due to compression while lossy compression has some “acceptable”
level of loss. Lossless compression can achieve about a 5 to 1 ratio whereas lossy
compression can achieve up to 80 to 1 reduction in data. Many of the methods of data
compression store data only when value changes. Other approaches are based on quan-
tization where a range of values is compressed using mathematical algorithms or
fractal mathematics. By using these methods, we can compress the data to a single
algorithm that is transmitted to the ground and the image is recreated based on the
algorithm expansion. With the use of fractals, we can even interpolate a higher resolu-
tion solution than we started with by running the fractal for an extended period of time
[Lu, 1997]. We select a method for data compression based on its strengths and weak-
nesses, the critical nature of the data, and the need to recreate it exactly [Sayood, 1996].

When we transmit housekeeping data we would generally use lossless compression
for several reasons. First, raw housekeeping data is not typically voluminous. Second,
it is important that none of the data is lost due to compression. However, when we
transmit an image we might easily use lossy compression. We could either preview the
image using lossy compression of we could say that the recovered image is “good
enough.” Alternatively, a high resolution picture may have so much information that
the human eye can not assimilate the information at the level it was generated. Again,
in this case a lossy compression technique may be appropriate.
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In the FireSat example, we might use a sensor on board the spacecraft that takes a
digital image of the heat generated at various positions on the Earth. The digital image
will be represented by a matrix of numbers, where each pixel contains a value corre-

. sponding to the heat at that point on the Earth’s surface. (Of course, we will need some
method, such as GPS, for correlating the pixel in the image to the location on the
Earth.) If we assume that the temperature at each location or pixel is represented by
3 bits, we can distinguish eight thermal levels. However, if we set a threshold such that
a “baseline” temperature is represented with a 0, we might find that over many
portions of the Earth, without fire, the image might be up to 70% nominal or 0. This
still allows for several levels of distinction for fires or other “hot spots” on the Earth.
Rather than transmit a 0 data value for each cold pixel, we can compress thé data and
send only those pixel locations and values which are not 0. As long as the decompres-
sion software understands this ground rule, the image can be exactly recreated on the
ground. In this case, we can reduce our raw data volume to the number of het spots

_that occur in any given area.

Central vs. distributed processing. This is a relatively new issue, because most
prior spacecraft did not have sufficient processing capability to make this a meaningful
trade. However, as discussed above, the situation has changed. The common question
now is, “how many computers should the spacecraft have?” Typically, weight and
parts-count-conscious engineers want to avoid distributed processing. However,
centralized processing can make integration and test extremely difficult. Because

_integration and test of both software and hardware may drive cost and schedule, we
must seriously consider them as part of the processing trade.

Our principal recommendations in evaluating central vs. distributed processing are:

* Group like functions together
* Group functions where timing is critical in a single computer

* Look for potentially incompatible functions before assigning multiple functions
to one computer

* Maintain the interface between groups and areas of responsibility outside of the
computer

= Give serious consideration to integration and test before grouping multiple func-
tions in a single computer

Grouping like functions has substantial advantages. For example, attitude determi-
nation and attitude control may well reside in the same computer. They use much of
the same data, share common algorithms, and may have time-critical elements.
Similarly, orbit determination and control could reasonably reside in a single naviga-
tion computer, together with attitude determination and control. These hardware and
software elements are likely to be the responsibility of a single group and will tend to
undergo common integration and testing. )

In contrast, adding payload processing to the computer doing the orbit and attitude
activities could create major problems. We can’t fully integrate software and hardware
until after we have integrated the payload and spacecraft bus. In addition, two different
groups usually handle the payload and spacecraft bus activities. The design and
manufacture of hardware and software may well occur in different areas following
different approaches. Putting these functions together in a single computer greatly in-
creases cost and risk during the integration and test process, at a time when schedule
delays are extremely expensive.
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Another problem which can arise from time to time is incompatible functions, that
is, activities which do not work well together. One example would be sporadic,
computationally-intensive functions which demand resources at the same time.
Another example occurs when the initial processing of either spacecraft bus or payload
sensors may well be an interrupt-driven activity in which the computer is spending
most of its time servicing interrupts to bring in observational data. This could make it
difficult for the same computer to handle computationally-intensive processing
associated with higher-level activities. This can be accommodated either by having the
functions handled in separate computers or using a separate I/O processor to queue
data from the process with a large number of interrupts.

Finally, we must consider the groups who oversee different activities. Integration
and test of any computer and its associated software will be much more difficult if two
distinct groups develop software for the same computer. In this case, significant delays
and risks can occur. This does not necessarily mean, however, that elements controlled
by different groups cannot be accommodated in the same computer. One approach
might be to have two engineering groups be responsible for development of specifica-
tions and ultimately for testing. The detailed specifications are then handed over to a
single programming group which then implements them in a single computer. This
allows a single group to be responsible for control of computer resources. Thus, for
example, the orbit control and attitude control functions may be specified and tested
by different analysis groups. However, it may be reasonable to implement both
functions in a single computer by a single group of programmers.

2.1.2 Tasking, Scheduling, and Control

Tasking, scheduling, and control is the other end of the data-delivery problem. If
the purpose of our mission is to provide data or information, how do we decide what
information to supply, whom to send it to, and which resources to obtain it from?
Many of the issues are the same as in data delivery but with several key differences.
Usually, tasking and control involve very low data rates and substantial decision
making. Thus, we should emphasize how planning and control decisions are made
rather than data management.

Tasking and scheduling typically occur in two distinct time frames. Short-term
tasking addresses what the spacecraft should be doing at this moment. Should FireSat
be recharging its batteries, sending data to a ground station, turning to look at a fire
over Yosemite, or simply looking at the world below? In contrast, long-term planning
establishes general tasks the system should do. For example, in some way the FireSat
system must decide to concentrate its resources on northwestern Pacific forests for
several weeks and then begin looking systematically at forests in Brazil. During con-
cept exploration, we don’t need to know precisely how these decisions are made. We
simply wish to identify them and know broadly how they will take place.

On the data distribution side, direct downlink of data works well. We can process
data on board, send it simultaneously to various users on the ground, and provide a
low-cost, effective system: On the other hand, direct-distributed control raises serious
problems of tasking, resource allocation, and responsibility. The military community
particularly wants distributed control so a battlefield commander can control resources
to meet mission objectives. For FireSat, this would translate into the local rangers
deciding how much resource to apply to fires in a particular area, including the surveil-
lance resources from FireSat. The two problems here are the limited availability of
resources in space and broad geographic coverage. For example, FireSat may have
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limited power or data rates. In either case; if one regional office controls the system
for a time, they may use most or all of that resource. Thus, other users would have
nothing left. Also, FireSat could be in a position to see fires in Yosemite Park and
Alaska at the same time. So distributed control could create conflicts.

For most space systems, some level of centralized control is probably necessary to
determine how to allocate space resources among various tasks. Within this broad
resource allocation, however, we may have room for distributed decisions on what
data to collect and make available, as well as how to process it. For example, the
remote fire station may be interested in information from a particular spectral band
which could provide clues on the characteristics of a particular fire. If this is an appro-
priate option, the system must determine how to feed that request back to the satellite.
We could use a direct command, or, more likely, send a request for specific data to
mission operations which carries out the request. " ’

Spacecraft Autonomy. Usually, high levels of autonomy and independent opera--
. tions occur in the cheapest and most expensive systems. The less costly systems have
minimal tasking and control simply because they cannot afford the operations cost for
deciding what needs to be done. Most often, they continuously carry on one of a few
activities, such as recovering and relaying radio messages or continuously transmitting
an image of what is directly under the spacecraft. What is done is determined automat-
ically on board to save money. In contrast, the most expensive systems have autonomy
for technical reasons, such as the need for a very rapid response (missile detection Sys-
~ tems), or a problem of very long command delays (interplanetary missions). Typically,

autonomy of this type is extremely expensive because the system must make complex,
reliable decisions and respond to change.

Autonomy can also be a critical issue for long missions and for consteliations, in
which cost and reliability are key considerations. For example, long-duration orbit
maneuvers may use electric propulsion which is highly efficient, but slow. (See
Chap. 17 for details.) Thruster firings are ordinarily controlled and monitored from the

- ground, but electric propulsion maneuvers ‘may take several months. Because moni-
toring and controlling long thruster burns would cost too much, electric propulsion
requires some autonomy.

As shown in Fig. 2-3, autonomy can add to mission reliability simply by reducing
the complexity of mission operations. We may need to automate large constellations
for higher reliability and lower mission-operations costs. Maintaining the relative
positions between the satellites in a constellation is routine but requires many com-
putations. Thus, onboard automation—with monitoring and operator override if
necessary—will give us the best results.

With the increased level of onboard processing available, it is clearly possible to
create fully autonomous satellites. The question is, should we do so or should we
continue to control satellites predominantly from the ground?

Three main functions are associated with spacecraft control: controlling the
payload, controlling the attitude of the spacecraft and its appendages, and controlling
the spacecraft orbit. Most space payloads and bus systems do not require real-time
control except for changing mode or handling anomalies. Thus; the FireSat payload
will probably fly rather autonomously until a command changes a mode or an anomaly
forces the payload to make a change or raise a warning. Autonomous, or at least semi-
autonomous payloads are reasonable for many satellites. There are, of course, excep-
tions such as Space Telescope, which is an ongoing series of experiments being run by
different principal investigators from around the world. In this case, operators control
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Fig. 2-3. Comparison of Traditional vs. Autonomous Approach to Satellite Navigation.
Use of autonomous operations may significantly reduce mission complexity and there-
by increase reliability.

the payload, but we would use some automatic operations to save money or to make
the operator’s job easier.

Controlling the attitude of the spacecraft and its appendages is done autonomously
on board for nearly all satellites. Controlling the attitude from the ground is too expen-
sive and too risky. The attitude control system on board most spacecraft provides
various attitude control modes and can work over extended periods with little or no
intervention from the ground.

Ground control has remained strongest in orbit maintenance and control, in which
virtually all thruster firings intended to change the orbit are set up and enabled by
ground command. This ground control will probably continue whenever large rocket
engines produce orbit maneuvers such as when a kick stage moves the satellite from a
parking orbit into a geosynchronous transfer orbit. Once in their operational orbit,
however, many satellites either leave the orbit entirely uncontrolled or simply
maintain the orbit at a given altitude or within a given window. In this case, low-thrust
propulsion is both feasible and desirable because it is much less disturbing to the
normal spacecraft environment. Low-thrust orbit maneuvers have been used on
geosynchronous spacecraft for a long time so normal satellite operations can continue
during the course of these stationkeeping maneuvers.

With low-thrust propulsion and current technology for autonomous navigation,
autonomous orbit control is cheap, easy, and inherently less risky than autonomous
attitude control. If the attitude control system stops working for even a short time, the
spacecraft can have various potential problems, including loss of power, loss of
command, and pointing of sensitive payloads toward the Sun. In contrast, if we lose
low-thrust orbit control for a while, nothing disastrous happens to the spacecraft. The
spacecraft proceeds in its orbit drifting slowly out of its predefined position. This is
easily detected and corrected by the ground, assuming that the orbit control system
didn’t fail completely.



2.1 Step 3: Identifying Alternative Mission Concepts 31

The major problem facing autonomous orbit control and, therefore, with autono-
mous satellites as a whole, is tradition. The ground does it mostly because it has always
been done that way, However, there are some signs of change. Both UoSAT-12 and
EO-1 are planning experiments in autonomous orbit control and several of the low-
Earth orbit communications constellations have baselined autonomous orbit control to
minimize both cost and risk.

Current satellite technology allows us to have fully autonomous, low-cost satellites.
Autonomy can reduce cost and risk while enabling mission operations people to do
what they do best—solve problems, handle anomalies, and make long-term decisions.
We believe fully autonomous satellites, including autonomous orbit maintenance, will
come about over the next decade as lower costs and risks, validated by on-orbit
experiments, begin to outweigh the value of tradition. . -

2.1.3 Mission Timeline

The mission timeline is the overall schedule from concept definition through
production, operations, and ultimately replenishment and end of life. It covers in-
dividual satellites and the whole system. Table 2-3 lists the mission timeline’s main
parts and where they are discussed. Notice that two distinct, potentially conflicting,
demands can drive planning and production. One is the demand for a particular sched-
ule or ime by which the system must be operational. Thus, a Halley's Comet mission
depends on launching a satellite in time to rendezvous with the comet. On the other
hand, funding constraints frequently slow the mission and cause schedule gaps which
add both further delays and cost. Of course, funding constraints can affect much more
than timelines. They can determine whether we will do a mission, as well as its scope.

TABLE 2-3. Principal Elements of the Mission Timeline. Key milestones in the mission or
project timeline can have a significant effect on how the space system is designed
and operated. ‘

Element Typically Driven By Where Discussed
Planning and Funding constraints Sec. 1.2,
Development System need date Chap. 1
Production Funding constraints Chap. 12

Technology development
System need date
Initial Launch Launch availability Chap. 18
System need date
Constellation Production schedule Sec. 7.6.1
Build-up Launch availability
Satellite lifetime
Normal Mission Planned operational life Chap. 14
Operations Satellite lifetime (planned or failure constrained)
Replenishment Production scheduie Sec. 19.1
Launch availability
Satellite lifetime (planned or failure constrained)
End-of-Life Legal and political constraints Sec. 21.1
LDisposa/ Danger to other spacecraft
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If the mission involves a constellation of satellites, a key timeline driver is the need
to have the full constellation up for most of the satellite’s lifetime. If a single satellite
will last 5 years and we need a constellation of 50, we’ll never get a full constellation
with a launch rate of 5 per year. If having the full constellation is important, we must
deploy the initial constellation within 20-25% of an individual satellite’s lifetime.
This schedule allows some margin for almost inevitable stretch-out as difficulties arise
during the mission. If the constellation must remain complete, we need to plan for
regular replenishment of satellites. We can replenish on a predefined timeline as
satellites wear out or become technically obsolete, or we can respond to on-orbit
failures or other catastrophic events which “kill” a particular satellite.

Two areas of the mission timeline typically do not receive adequate attention
during concept exploration: performance with less than a full set of satellites while
building up the constellation, and end-of-life disposal. In a constellation of satellites
we would like to increase performance levels as we add satellites. If FireSat is a con-
stellation, we want to achieve some protection from fires with the first satellite launch
and more with each added launch until all satellites are in place. As described further
in Sec. 7.6, designers of constellations often concentrate only on the full constella-
tion’s performance. However, the period of time before the constellation is brought
fully into place can frequently be long and may well be a critical phase since a large
fraction of the funding has been spent and yet full capability has not been achieved.
Thus it is particularly important for constellation design to take into account the prob-
lem of performance with less than a full set of satellites. In addition, we want graceful
degradation, so a satellite failure will still allow strong performance until we replace
the failed satellite. These issues are important during concept exploration because they
may significantly affect the design of the constellation and the entire system.

There is now growing concern with disposal of satellites after their useful life in
orbit. We have already recognized this need for geosynchronous satellites because the
geosynchronous ring is rapidly filling. But it is also very important for low-Earth orbit
constellations in which debris and spent satellites left in the pattern can threaten the
remaining constellation. Again, we must address this issue early in concept definition.

2.2 Step 4: Identifying Alternative Mission Architectures

A mission architecture consists of a mission concept plus a specific set of options
for the eight mission elements defined in Sec. 1.2. Although we need all of the
elements to define and evaluate a mission architecture, some are more critical than
others in determining how the space mission will meet its objectives. Typically, we
define a mission architecture by specifying the mission concept plus the subject, orbit,
communications architecture, and ground system. These provide a framework for
defining the other elements. Alternatively, we may define the architecture by specify-
ing a unique approach to mission operations or a unique payload which then drives the
definition of the remaining elements

Our goal is to arrive at a set of candidate architectures for further evaluation large
enough to encompass all approaches offering significant advantages, but small enough
to make the more detailed definition and evaluation manageable. Table 2-4 summanz-
es the mechanism for domg this, which we describe below.

Step A. Identify the mission elements subject to trade. We begin by examining our
basic mission concept and each of the eight mission elements in light of the require-
ments and constraints from Sec. 1.4 to determine which have more than one option.
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TABLE 2-4. Process Summary for Identifying Alternative Mission Architectures. This high-
ly creative endeavor can have a significant impact on mission cost and complexity.

Step Where Discussed
A. Identify the mission elements subject to trade. Table 2-5
B. Identify the main options for each tradeable element. Table 2-6
C. Construct a trade tree of available options }Fig. 2-4,
D. Prune the trade tree by eliminating unrealistic combinations. Table 2-7
E. Look for other alternatives which could substantially influence how Chap. 22
we do the mission.

Usually this step greatly reduces the number of tradeable elements. Table 2-5 sumima-
rizes this process for FireSat. The FireSat mission has multiple options that will affect
not only cost but also performance, flexibility, and long-term mission utility. Thus, for
this mission we should carry through several different options so the decision-making
audience can understand the main alternatives. =~ :

TABLE 2-5. Selecting FireSat Elements Which can be Traded. Many options exist for FireSat,
not all of which are compatible with each other.

Element of Mission Can be
Architecture Traded Reason
Mission Concept Yes Want to remain open to alternative approaches
Subject No Passive subject is well defined
‘Payload Yes Can select complexity and frequencies
Spacecraft Bus Yes Multiple options based on scan mechanism and power
Launch System Cost only Choose minimum cost for selected orbit
Orbit Yes Options are low, medium, or high altitude with varying
number of sateliites
Ground Systeim Yes Could share NOAA control facility, use dedicated
FireSat facility, or direct downlink to users
Communications No Fixed by mission operations and ground system
Architecture R
LMission Operations Yes Can adjust level of automation

Table 2-5 lists one of the options as “Cost only,” meaning that the trade ‘depends
mainly on cost and only secondarily on how or how well the mission is-accomplished.
An example would be the launch system, for which the main concern normally is what
launch vehicle will get the spacecraft into orbit at the lowest cost. Still, these trades
may be important in selecting the mission concept. For example, a major increase in
the launch cost may outweigh being able to use a smaller number of identical satellites
in a higher orbit. : :

Step B. Identify the main options for each tradeable element. Although in theory we
have almost an unlimited number of options, we normally draw them from a limited
set such as those in Table 2-6. Thus, we first choose options that apply to our mission
and then look for special circumstances which may lead us to consider alternatives not
isted in the table.
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TABLE 2-6. Common Alternatives for Mission Elements. This table serves as a broad
checklist for identifying the main alternatives for mission architectures.

Constellation
configuration

Mission
Element [Where Option Most Common FireSat
Discussed] Area Options Options
Mission Concept |Data delivery |Direct downlink to user, automated ground | Direct downlink or
[Sec. 2.1} processing, man-in-the-loop processing and |through mission
transmission control
Tasking Ground commanding, autonomous tasking, |Simple operation or
simple operations (no tasking required) ground commands
Controllable Selection Standard ground stations, private TV N/A
Subject [Secs. receivers, ship or aircraft transceivers, [See Sec. 9.3]
2.3,134, 22.3] special purpose equipment '
Performance |EIRP, G/T (See 13.3 for definitions)
Steering Fixed or tracking
Passive Subject |Whatis to be |Subject itself, thermal environment, Heat or visible light;
[Sec. 2.3] sensed emitted radiation, contrast with chemical composi-
surroundings tion; particles
Payload Frequency Communications: normal bands IR, visible
[Chaps.. 9, 13] Observations: IR, visible, micrawave
(some items may Radar: L, C, S bands, UHF
not apply,
depending on Complexity Single or multiple frequency bands, Single or
mission type) single or multiple instruments multiple bands
Payload Size vs. Small aperture with high power Aperture
sensitivity (or sensitivity) or vice versa
Spacecraft Bus | Propulsion Whether needed; cold gas, monopropellant, |Determined
[Chap. 10] bipropellant by definition of
payload and orbit
Orbit control | Whether needed, onboard vs. ground
Navigation Onboard (GPS or other) vs. ground-based
Attitude deter- ‘| None, spinning, 3-axis; articulated
mination and |payload vs. spacecraft pointing;
control actuators and sensors
Power Solar vs. nuclear or other; body-mounted vs.
1- or 2-axis pointed arrays
Launch System |Launch SSLV, Atlas, Delta, STS, Titan, Determined by
[Chap. 18] vehicle Pegasus, Ariane, other foreign definition of space-
craft and orbit
Upper stage |Pam-D, 1US, TOS, Centaur, integral
propulsion, other foreign
Launch site Kennedy, Vandenberg, Kourou, other foreign
Orbit Special orbits |None, geosynchronous, Sun-synchronous, |Single GEO
[Chaps. 6, 7] frozen, Molniya, repeating ground track satellite, low-Earth
constellation
Altitude Low-Earth orbit, mid-altitude,
geosynchronous
Inclination 0°, 28.5°, 57°, 63.4°, 90°, 98°

Number of satellites; Walker pattern,
other patterns; number of orbit planes

Min. inclination de-
pendent on altitude
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TABLE 2-6. Common Alternatives for Mission Elements. (Continued) This table serves as a
broad checklist for identifying the main alternatives for mission architectures.

Mission
Element [Where Option Most Common FireSat
Discussed] Area Options Options
Ground System | Existing or AFSCN, NASA control center, other shared | Shared NOAA
[Chap. 15] dedicated system, dedicated system system, dedicated
system
Communications | Timeliness Store and dump, real-time link Either option
Architecture X . . . .
[Chap. 13] Control Single or multiple ground stations, directto |1 ground station;
and data user, user commanding, commercial links | commercial or
dissemination direct data transfer
Relay TDHSS, satellite-to-satellite crosslinks, TODRS or
mechanism commercial communications relay commercial
Mission Automation Fully automated ground stations, part-time | Any of the
Operations level operations, full-ime (24-hr) operations options listed
Chap. 14
(Chap. 14] Autcnomy Full ground command and control,
level partial autonomy, full autonomy
(not yet readily available)

Steps C and D. Construct and prune a trade tree of available options. Having
identified options we next construct a trade tree which, in its simplest form, is a listing
of all possible combinations of mission options. Mechanically, it is easy to create a list
of all combinations of options identified in Step B. As a practical matter, such a list
would get unworkably long for most missions. As we construct the trade tree we need
0 find ways to reduce the number of combinations without eliminating options that
may be important.

The first step in reducing the number of options is to identify the system drivers (as
discussed in Sec. 2.3) and put them at the top of the trade tree. The system drivers are
arameters or characteristics that largely determine the system’s cost and perfor-
nance. They are at the top of the trade tree because they normally dominate the design
orocess and mandate our choices for other elements, thus greatly reducing our options.

The second step in reducing options is to look for trades that are at least somewhat
ndependent of the overall concept definition or which will be determined by the
election of other elements. For example, the spacecraft bus ordinarily has many key
ptions. However, once we have defined the orbit and payload, we can select the
pacecraft bus that meets the mission requirements at the lowest cost. Again, although
us options may not be in the trade tree, they may play a key role in selecting workable
1ission concepts becanse of cost, risk, or schedule.

The third tree-pruning technique is to examine the tree as we build it and retain only
ensible combinations. For example, nearly any launch vehicle above a minimum size
/ill work for a given orbit and spacecraft. Because cost is the main launch-vehicle

ade, we should retain in the trade tree only the lowest-cost launch vehicle that will
1fill the mission. This does not mean that we will ultimately launch the spacecraft on
e vehicle listed in the trade tree. Instead, we should design the spacecraft to be com-
atible with as many launch vehicles as possible and then select the vehicle based on
st (which may well have changed) when we are deciding about initial deployment.

Steps C and D produce a trade tree such as the one for FireSat in Fig, 2-4. Our goal

to retain a small number of the most promising options to proceed to more detailed
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definition. For each option we will have selected most, though not necessarily all, of
the elements shown in Table 2-7 for options 1 and 6. Of course we should reevaluate
the trade tree from time to time as the system becomes more completely defined.

Orbit Low Earth Geosynchronous
orbit
Payload Small Aperture IR Large Aperture IR
Comm. TORS Store & Direct
Arch. Durnp l
(Downlink) | ‘
gimm. Commarcial  Commarcial Commercial Through FireSat
(to User)
Launch Pegasus Pegasus Shared Shared Shared Shared
STS STS STS STS
TOS Integral TOS Integral
Propulsion Propulsion
Option No. (1) (2) (3) 4) (5) (6)

Fig. 2-4. FireSat Trade Tree. Only some of the launch options are listed. Other mission

elements are largely independent of the trade tree options. The goal is to create dras-
tically different options for comparison.

TABLE 2-7. Two of the Six Preliminary FireSat Mission Concepts. See the trade tree in
Fig. 2-4 for the other options.

Element Option 1 Optlon 6

Mission Concept IR detection of fires with results IR detection of fires with results put
put on a map and transmitted on a map and transmitted

Subject Characteristics defined by Characteristics defined by the
the specification specification

Payload Small-aperture IR Large-aperture IR

Spacecraft Bus Small, 3-axis Mid-size, 3-axis

Launch System Pegasus STS, integral propulsion

Orbit

Low-Earth, 2 satellites,
2 perpendicular polar planes

Geosynchronous, 1 satellite
centered over west coast of U.S.

Ground System Single, dedicated ground station | Single, dedicated ground station
Communications TDRS data downlink; Direct to station; results relayed
Architecture commercial links to users to users via FireSat

Mission Operations

Continuous during fire season,
partial otherwise

Continuous during fire season,
partial otherwise

Step E. Look for other alternatives. Defining alternative architectures cannot be

purely mechanical. For nearly any mission, we may find new and better ways of doing
anything the basic elements do. A new, low-cost launch vehicle may dramatically
change the available design alternatives. Alternative definitions of the subject or user
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may allow major performance improvements or cost reductions. For example, as an
alternative mission concept we could detect forest fires by using small sensors spread
throughout the forests being monitored and simply use the satellite system to inter-
rogate the sensors and provide the data to the users. Chapter 22 further explores this
low-cost alternative. The key point is that alternatives nearly always exist. We must
look carefully for them and be willing to revise normal requirements and constraints
to meet our fundamental mission objectives.

2.3 Step 5: Identifying System Drivers

System drivers are the principal mission parameters or characteristics which influ-
ence performance, cost, risk, or schedule and which the user or designer can control.
For example, the temperature at which a forest fire burns may heavily influence how
easily it can be detected; however, this is beyond the system designer’s control and,
therefore, is not a system driver. Correctly identifying the key system drivers is a crit-
ical step in mission analysis and design. Misidentifying system drivers is one of the
most common causes of missioh analysis error. For example, we may focus a lot of
time and effort on getting the most coverage for an orbit when the system’s ultimate
performance depends mainly on data rates or cloud cover.

Table 2-8 lists the most common system drivers for space missions, along with
what limits them, what they limit, and where they are discussed. The table helps us
ensure that we do not overlook system drivers. In identifying these drivers we must
clearly determine whether we are looking for drivers of performance, cost, risk, or
schedule. These may be the same or different. To identify system drivers, we:

1. Identify the Area of Interest
Explicitly identify the area of interest, typically performance, cost, risk, or
schedule.

2. Identify Parameters Which Measure the Area of Interest
Define numerical parameters which measure the identified area of interest. (See
Sec. 3.4 on measures of effectiveness and performance parameters for more
details on how to do this.) The important point is to find parameters which gen-
uinely measure the goal rather than ones which simply are easy to compute.

3. Develop First-Order Algorithms
Develop a formula or algorithm to express the first-order estimate for the value
of the parameter identified above. This could include either system algorithms
as defined in Sec. 3.1, or unique algorithms for the identified parameter. (See
Table 2-9 for the FireSat example.)

4. Examine the Factors
Examine each of the factors in the expression identified above, Those which can
be adjusted and which have the strongest effect on results are the system drivers.

- 5. Look for Possible “Hidden Drivers”
Examine each of the first-order algorithms for implicit variables or for factors
affecting more than one characteristic. For example, altitude will influence
‘the ground resolution of a given instrument, the area covered by the field of
view, and the spacecraft’s velocity relative to the Earth. Therefore, it will more
strongly influence effective area search rates than a single formula may show.
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TABLE 2-8. Common System Drivers. System drivers can frequently be identified by examin-
ing the parameters in this list.

Where
Driver What Limits Driver What Driver Limits Discussed
Size Shroud or bay size, Payload size (frequently antenna Chaps.
available weight, diameter or aperture) 9,10
aerodynamic drag
On-orbit Weight | Altitude, inclination, Payload weight, survivability; largely | Sec. 10.4.1
launch vehicle determines design and
manufacturing cost
Power Size, weight (control | Payload & bus design, system Secs.
is secondary problem) | sensitivity, on-orbit life 10.2,11.4
Data rate Storage; processing, | Information sent to user; can push Sec. 13.3
antenna sizes, limits | demand for onboard processing
of existing systems
Communications | Coverage, availability | Coverage, timeliness, ability to Sec. 7.2,
of ground stations or | command ' Chap. 13
relay satellites
Pointing Cost, weight Resolution, geolocation, overall sys- Sec. 5.4
tem accuracy; pushes spacecraft cost
Number of Cost Coverage frequency, and overlap Secs.
Spacecraft 72,76
Altitude Launch vehicle, Performance, survivability, coverage Secs.
performance (instantaneous and rate), 33,71,
demands, weight communications 74,76
Coverage Orbit, scheduling, Data frequency and continuity, Secs.
(geometry payload field of view | maneuver requirements 52,72
and timing) & observation time
Scheduling Timeline & operations, | Coverage, responsiveness, Sec. 3.2.4,
decision making, mission utility Chap. 14
communications
Operations Cost, crew size, Frequently principal cost driver, Chap. 14
communications principal error source, pushes
demand for autonomy (can also
save “lost” missions)

The way we have defined our particular problem, or which parameters are available
to us, may affect our list of system drivers. Thus, defining system drivers depends in
part on the physical and technical nature of the problem and in part on the constraints
imposed on the mission analyst. Usually, we want to make these constraints explicit,
so we will know which variables are available for adjustment and which are assumed
to be given. Table 2-9 shows the major performance drivers for FireSat.

2.4 Step 6: Characterizing the Mission Architecture

Once we have established alternative mission concepts, architectures, and system
drivers, we must further define the mission concepts in enough detail to allow
meaningful evaluations of effectiveness. For concept exploration, the steps in this
process correspond to the space mission elements. Figure 2-5 illustrates the sequence
of activities and shows schematically the major interactions between the steps, as well
as primary trade study areas and their interactions with main elements of the process.
The steps are described below and summarized in Table 2-10.
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TABLE 2-9. Identification. of Performance Drivers for FireSat. First-order algorithms are
given to allow us to estimate the performance drivers. Definition of performance
drivers may change as we create more detailed definitions of the system and sys-

tem algorithms. Comparison of columns two and three shows that the performance
drivers may depend on the mission concept used.

[ Key First Order Algorithm First Order Algorithm Performance
Parameters {Low-Earth Orbit) (Geosynchronous) Drivers
Observation | (Number of spacecraft)/ Scan frequency Number of spacecratt
Frequency |12 hr for low orbit
Time Late Onboard storage delay + Communications + Storage delay

processing time processing time (if applicable)
Aesclution | Distance x [(wavelength/ Distance x[(wavelength/ | Altitude, aperture,
aperture) + control error] aperture) + conirol error] | control accuracy
Observation | Cloud cover interval or Cioud cover interval or None
Gap coverage gap coverage gap {weather dominated)
TABLE 2-10. Summary of the Concept Characterization Process. See text for details. See
Fig. 2-5 for a typical process flow.
Step Where Discussed
A Defina the preliminary mission concept Chap. 2
B Define the subject characteristics Chap. 9
C Determine the orbit or constellation characteristics Chap. 7
D Determine payload size and performance Chap. 8, 13
E  Select the mission aperations approach
» Communications architecture Chap. 13
+ Operations Chap. 14
* Ground system Chap. 15
F  Design the spacecraft bus to meet payload, orbit, and Chap. 10
communications requirements
G Select a launch and orbit transfer system Chap. 18
H Determine deployment, logistics, and end-of-life strategies Secs. 7.6, 19.1,21.2
| Provide costing support Chap. 20
J  Document and lterate Chap. 20

A. Define the Preliminary Mission Concept (Chapter 2) ‘ '
As described in Sec. 2.1, the key elements are data delivery; tasking, scheduling,
and control; communications architecture; and mission timeline. We begin with a
broad concept and refine this concept as we define the various mission elements in the
steps below. (See Tables 2-1 and 2-2 for a further definition of these elements and how

to define them.)

B. Define the Subject Characteristics (Chapter 9)

We can divide space missions into two broad categories. One services other system
elements, typically on the user premises, such as Comsat ground stations or GPS
navigation receivers. The other category senses elements that are not a part of the
mission system, such as the clouds observed by weather satellites. Our first step in de-
fining the system elements (Chap. 9) is to determine the subject’s key characteristics.
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Fig. 2-5. Process for Characterizing the Mission Architecture. See Table 2-10 for steps.

If a mission interacts with user equipment, we must define the subject characteristics
either from known information for well-established services or by a trade study
involving the rest of the system. The parameters for specifying passive subjects are
largely the same as those for specifying user elements, except that we don’t have a
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“receiver” to characterize, and the effective isotropic radiated power (EIRP) specifi-
cation for the transmitter is replaced by definition of the object’s emission intensity as
a function of bandwidth. Table 2-11 summarizes the characteristics of both types of
elements. '

TABLE 2-11. Summary of Main Characteristics of Space Mission Subjects. See Chap. 13
) for definitions of communications parameters.

Controllabie Subjects Passive Subjects —|
1. Quantity 1. Quantity
2. Location or range 2. Location or range
3. Transmitter EIRP 3. Emission intensity (W/sr) as a function of frequency or
4. Receiver G/T . spectral band .
5. Frequency and bandwidth 4. Needed temporal coverage (duty cycle)
6

. Duty.cycle

C. Determine the Orbit and Constellation Characteristics (Chapter 7) -

The mission orbit profoundly influences every part of space mission development
and operation. Combined with the number of spacecraft, it determines all aspects of
space-to-ground and ground-to-space sensor and communication coverage. For the
most part, the orbit determines sensor resolution, transmitter power, and data rate, The
orbit determines the spacecraft environment and, for military spacecraft, strongly
influences survivability. Finally, the orbit determines the size and cost of the launch
and delivery system.

Chapter 7 gives detailed directions for orbit design. As Table 2-12 shows, the
design should include parameters for the mission and transfer orbits, propellant
requirements, and constellation characteristics.

D. Determine the Payload Size and Performance (Chapters 9 and 13)

- We next use the subject characteristics from Step 2 and orbit characteristics from
Step 3 to create a mission payload concept. We can divide most mission payloads into
six broad categories: observation or sensin g, communications, navigation, in situ sam-
pling and observations, sample return, and crew life support and transportation. More
than 90% of current space-system payloads observe, sense, or communicate. Even the .
navigation payloads are basically communications payloads with ancillary data
processing and stable time-base equipment to provide the navigation signal. Detailed
directions for sizing and definition appear in Chap. 9 for observation payloads and in
Chap. 13 for communications payloads. Table 2-13 summarizes the key parameters
we need to specify. _ o

System-level payload trades typically involve the user element, selectin g a mission
orbit, and allocating pointing and tracking functions between the payload and space-
craft elements. User element trades involve balancin g the performance of the payload
and elements on the user’s premises to get the lowest overall system cost for a given
orbit and constellation design. As an example, if a single geosynchronous spacecraft
must service thousands of ground stations, as for direct broadcast TV, we would min-
imize the system cost by selecting a large, powerful spacecraft that can broadcast to
simple and inexpensive ground stations. A system designed for trunkline communica-
tion between half a dozen ground stations uses more complex and capable ground
Systems and saves cost with simpler spacecraft. '
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TABLE 2-12, Summary of Orbit and Constellation Characteristics. See text for discussion.

Altitude

Inclination

Eccentricity

Argument of perigee for noncircular orbits

AV budget for orbit transfer

AV budget for orbit maintenance

Whether orbit will be controlled or uncontrolled

Number and relative orientation of orbit planes (constellations)

© O N O O~ W N =

Number and spacing of spacecraft per orbit plane (constellations)

TABLE 2-13. Summary of Mission-Payload Characterlstics. For muitiple payloads, we must
determine parameters for each payload.

1. Physical Parameters
1.1 Envelope dimensions
1.2 Mass properties

2. Viewing and Pointing
2.1 Aperture size and shape
2.2 Size and orientation of clear field of view required
2.3 Primary pointing direction”
2.4 Pointing direction range and accuracy required
2.5 Tracking or scanning rate
2.6 Pointing or tracking duration and duty cycle
3. Electrical Power
3.1 Voltage
3.2 Average and peak power
3.3 Peak power duty cycle
4. Telemetry and Commands
4.1 Number of command and telemetry channels
4.2 Command memory size and time resolution
4.3 Data rates or quantity of data
5. Thermal Control
5.1 Temperature limits (operating/non-operating)
5.2 Heat rejection to spacecraft (average/peak wattage/duty cycle)

*e.g., Sun, star, nadir, ground target, another spacecraft

Payload vs. orbit trades typically try to balance the resolution advantages of low
altitudes against the fewer spacecraft needed for the same coverage at higher altitudes.
The counterbalancing factor is that we need a sensor with a larger aperture and better
sensitivity to obtain the same resolution at higher altitudes; the more capable sensor
costs more and needs a larger spacecraft and launch system.
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Payload vs. spacecraft trades usually try to meet pointing and tracking requirements
at the lowest cost. At one extreme, the payload does all the pointing independently of
the spacecraft attitude; an example is the use of gimballed scan platforms on the JPL
Mariner MK-II spacecraft. At the opposite extreme, Space Telescope and Chandra
X-Ray Observatory point the entire spacecraft with the required level of accuracy. An
intermediate approach used on RME points the entire spacecraft to a lower level of ac-
curacy, allowing the payload to do fine pointing over a limited field of regard.

E. Select the Mission Operations Approach (Chapters 13-15)

We next select and size the elements needed to support communications and con-
trol of the spacecraft and payload. Table 2-14 gives the key parameters. Typically a
mission operations control center commands and controls the spacecraft and delivers
data to the user. With rare exceptions, we would choose an existing control center,
based on the user’s needs, downlink data rates, and, in some cases, security consider-
ations. Both NASA and the Air Force have existing systems. Particular institutions,
such as Intelsat or Comsat, use custom systems. Most commercial operators employ
system-peculiar control centers. If needed, we can interconnect most systems with dif-
ferent options for relaying communications. Chapter 15 details the specification,
selection, and design of this element.

TABLE 2-14. Summary of Mission Operations Characteristics.

1. Communications Architecture
1.1 Number and distribution of ground stations
1.2 Downlink and uplink path design
1.3 Crosslink characteristics, if used
1.4 Relay satellites used
1.5 Communications link budget
1.6 Space-to-ground data rates

2. Ground System
2.1 Use of existing or dedicated facilities
2.2 Required transmit and receive characteristics
2.3 Required data handling

3. Operations
3.1 Level of automation
3.2 Software lines of code to be created
3.3 Full-time or part-time staffing
3.4 Number of personnel
3.5 Amount of commanding required
3.6 Timeliness of data distribution

The communications architecture transfers the required mission data (payload and
housekeeping data) from the spacecraft down to the mission operations control center.
In addition, we must send commands back to the spacecraft, and meet other require-
ments such as encryption. Thus, we select the communications relay elements along
with the mission control system after most payload and orbit trades are complete.
Typical options are SGLS for Air Force missions or TDRSS/GSTDN with the NASA
mission control centers. Custom systems are required for some applications and are
commonly used for commercial missions in geosynchronous orbit. Chapter 13
describes communications architectures, and Chap. 14 treats operations.
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F. Design the Spacecraft to Meet Payload, Orbit, and Communications
Requirements (Chapter 10)

The spacecraft and its subsystems support the payload in the mission orbit—point
it and supply power, command and data handling, and thermal control. They must be
compatible with the communications architecture and mission-operations concept.
These elements, along with the launch system, drive the spacecraft design. We usually
choose the launch system that costs the least to place the minimum required weight in
the mission or transfer orbit. Once we make this selection, the spacecraft’s stowed
configuration is constrained by the shroud volume of the selected vehicle or vehicles.
Table 2-15 summarizes the items we need to specify while defining the spacecraft.
Chapter 10 covers how we synthesize spacecraft concepts and their definition and
sizing.

TABLE 2-15. Summary of Spacecraft Characteristics. See text for discussion.

1. General arrangement including payload fields of view (deployed and stowed)
2. Functional block diagram

3. Mass properties, by mission phase (mass and moments of inertia)

4

. Summary of subsystem characteristics

4.1 Electrical power (conversion approach; array and battery size; payload power
available, average/peak overall spacecraft power, orbit average, peak)

4.2 Attitude control (attitude determination and control components; operating modes;
ranges and pointing accuracy)

4.3 Navigation and orbit control (accessing requirement, use of GPS; onboard vs. ground)

4.4 Telemetry and command (command/telemetry format; command and time resolution;
telemetry storage capacity; number of channels by type)

4.5 Computer (speed and memory; data architecture)
4.6 Propulsion (amount and type of propellant; thruster or motor sizes)

4.7 Communications (link margins for all links; command uplink data rate; telemetry
downlink data rates)

4.8 Primary structure and deployables
4.9 Unique thermal requirements
4.10 Timing (resolution and accuracy)

5. System parameters
5.1 Lifetime and reliability
5.2 Level of autonomy

A key spacecraft-versus-launch-system trade is the use of integral propulsion.
Many commercial spacecraft ride the launch system to transfer orbit and then insert
themselves into the mission orbit using an internal propulsion or an internal stage.
Some DoD spacecraft, such as DSCS III and DSP, depend on a launch system with an
upper stage for insertion directly into the mission orbit. They do not carry large
integral propulsion subsystems. We should consider this trade whenever the space-
craft and payload cost enough to justify the reliability offered by an expensive upper
stage.
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Another trade between the spacecraft and launch system involves guidance of the
upper stage. Often, the spacecraft control system can gu1de the upper stage, which may
allow deletion of equipment from that stage, thereby increasing performance and
lowering cost. This trade is particularly important when using three-axis-stabilized
stages.

G. Select a Launch and Orbit Transfer System (Chapter 18)

The launch system and its upper stage need to deliver the spacecraft and payload to
the mission orbit or to a transfer orbit from which the spacecraft can reach the mission
orbit on its own. The chosen launch system usually determines the launch site. The
launch site organization provides pre-launch processing, checkout, and installation to
the launch system, usually on the launch pad.

Launch vehicles and upper stages may be combined in many ways to match almost
any reasonable combination of payload and mission orbit. Chapter 18 details the
characteristics and selection of launch systems. Selecting a launch system typically
involves the trades with the spacecraft discussed above. In addition, we must decide
between a single spacecraft launch and manifesting two or more spacecraft in a shared
launch. In general, multiple manifesting costs less, but constrains the schedule.
‘Finally, we should bring certain launch-system parameters to the system level design
process: type of vehicle, cost per launch, and flow times for processing and prelaunch
activities at the launch site.

H. Determine Logistics, Deployment, Replenishment, and Spacecraft Disposal -

Strategies (Sections 7.6, 19.1, and 21.2)

Logistics is the process of planning to supply and maintain the space mission over
time. Whereas only military missions typically demand formal plans, the process
described in Sec. 19.1 can strongly affect costs for any multi-year mission requiring
extended support. Historically, most life-cycle costs have been locked in by the end of
concept exploration, so we must evaluate operations, support replenishment, and
mechanisms during this phase. '

Planners often overlook the sequence for building up and maintaining satellite
constellations. To deploy a constellation effectively, we must create performance
plateaus which allow us to deploy in stages and to degrade the system gracefully if
individual satellites fail. These performance plateaus develop from the constellation
design, as described in Sec. 7.6.

Section 21.2 describes the ever-increasing problem associated with orbital debris,
consisting of defunct satellites and associated parts. Because of this problem, all new
satellite designs should plan for deorbiting or otherwise disposing of satellites at the
end of their useful life. In particular, satellites must be removed from areas such as the
geostationary ring, where they would seriously threaten other spacecraft or any low-
Earth orbit constellation.

1. Provide Costing Support for the Concept-Definition Activity (Chapter 20)

Developing costs for system elements is vital to two objectives: finding the best
individual mission architecture and comparing mission architectures at the system
level. Chapter 20 describes parametric, analogous, and bottoms-up methods for
costing. Typically, for concept exploration, we use only the first two because we lack
a detailed definition of the design. At this level, we simply want relative comparisons
rather than absolute estimates, so we can accept the greater uncertainty in these
methods.
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Chapter 3

Mission Evaluation
James R. Wertz, Microcosm, Inc.

3.1 Step 7: Identification of Critical Requlrements

3.2 Mission Analysis
The Mission Analysis Hzerarchy; Studies with Limited
Scope; Trade Studies; Performance Assessments

3.3 Step 8: Mission Utility
Performance Parameters and Measures of Effectiveness;
Mission Utility Simulation; Commercial Mission Analysis
and Mission Utility Tools

3.4 Step 9: Mission Concept Selection

Chapter 2 defined and characterized alternative concepts and architectures for
space missions. This chapter shows how we evaluate the ability of these options to
meet fundamental mission objectives. We address how to identify the key.require-
ments which drive the system design, how to quantify mission performance, and how
to select one or more concepts for further development or to decide that we cannot
achieve the mission within current constraints or technology

Although essentially all missions go through mission evaluation and analysis stages
many times, there are relatively few discussions in the literature of the general process
for doing this. Fortescue and Stark [1995] discuss the process for generic missions;
Przemieniecki [1993, 1994] does so for defense missions; and Shishko [1995] pro-
vides an excellent overview. for NASA missions. Kay [1995] discusses the difficulty
of doing this within the framework of a political democracy and Wertz and Larson
[1996] provide specific techniques applicable to reducing mission cost.

The key mission evaluation questions for FireSat are:

* Which FireSat requirement dominates the system design or is the most diffi-
cult or expensive to meet?
* How well can FireSat detect and monitor forest fires, and at what cost?
* Should the FireSat mission evaluation proceed, and if so, which alternatives
should we pursue?
We must readdress these questions as we analyze and design the space mission. By
addressing them when we first explore concepts, we cannot obtain definitive answers.
But we can form the right questions and identify ideas, parameters, and requirements

we should be monitoring throughout the design. More extensive discussions of this
systems engineering process are provided by Rechtin [1991] and the System Engineer-

47



48 Mission Evaluation 31

ing Management [Defense Systems Management College, 1990]. The NASA Systems
Engineering Handbook [Shishko, 1995] provides an excellent and detailed account of
the process used by NASA. Przemieniecki [1990a, b] provides a good introduction to
mathematical methods associated 'with military programs and has an associated
software package. Other software packages intended specifically to support mission
evaluation include Satellite Tool Kit (STK) from Analytical Graphics (1998), the Mis-
sion Utility/Systems Engineering module (MUSE) from Microcosm (1998), and the
Edge product family from Autometric (1998).

3.1 Step 7: Identification of Critical Requirements

Critical requirements are those which dominate the space mission’s overall design
and, therefore, most strongly affect performance and cost*. For a manned mission to
Mars, the critical requirements will be clear: get to Mars all of the required mass to
explore the planet and return, and maintain crew safety for a long mission in widely
varying environments. For less ambitious space missions, we cannot establish the crit-
ical requirements so easily. Because we want to achieve the best performance at
minimum cost, we need to identify these key requirements as early as possible so they
can be a part of the trade process.

Table 3-1 lists the most common critical requirements, the areas they typically
affect, and where they are discussed. There is no single mechanism to find the critical
requirements for any particular mission. Like the system drivers discussed in Sec. 2.3,
they may be a function of the mission concept selected. Consequently, once we
establish the alternative mission concepts, we usually can determine the critical
requirements by inspection. Often, concept exploration itself exposes the requirements
which dominate the system’s design, performance, and cost. One approach to identi-
fication of critical requirements is as follows:

1. Look at the principal performance requirements. In most cases, the principal
performance requirement will be one of the key critical requirements. Thus,
for FireSat, the requirements on how well it must detect and monitor forest
fires would normally be principal drivers of the system design.

2. Examine Table 3-1. The next step is to look at the requirements list in
Table 3-1 and determine which of these entries drive the system design, per-
formance, or cost.

3. Look at top-level requirements. Examine each of the top-level requirements
established when we defined the mission objectives (Sec. 1.3) and determine
how we will meet them. For each, ask whether or not meeting that require-
ment fundamentally limits the system’s design, cost, or performance.

4. Look for hidden requirements. In some cases, hidden requirements such as
~ the need to use particular technologies or systems may dominate the mission
design, and cost.

* Critical requirements should be distinguished from system drivers (as discussed in Sec. 2.3),
which are the defining mission parameters most strongly affecting performance, cost, and risk.
The goal of mission engineering is to adjust both the critical requirements (e.g., coverage and
resolution) and the system drivers (e.g., altitude and aperture) to satisfy the mission objectives
at minimum cost and risk.
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TABLE 3-1. Most Common Critical Requirements. See text for discussion.

l’ Where
Requirement What it Affects Discussed
Coverage or Number of satellites, altitude, inclination, communications| Secs. 7.2, 13.2
Response Time | architecture, payload field of view, scheduling, staffing
requirements
Resolution Instrument size, altitude, attitude control Sec. 9.3
| Sensitivity Payload size, complexity; processing, and thermal control;| Secs. 9.5, 13.5
altitude
Mapping Attitude control, orbit and attitude knowledge, mechanical! Sec. 5.4
Accuracy alignments, payload precision, processing
Transmit Power | Payload size and power, altitude Secs. 11.2,13.5
On-orbit Lifetime | Redundancy, weight, power and propulsnon budgets, Secs. 6.2.3,
component selection : 8.1.3,104, 19.2
Survivability Altitude, weight, power, component selection, design of | Sec. 8.2
| space and ground system, number of satelfites, number of
ground stations, communications architecture

For most FireSat approaches, resolution and coverage are the principal critical’
requirements, and we could find them by any of the first three options listed above.
The critical requirements depend on a specific mission concept. For the low-cost
FireSat of Chap. 22, they are coverage and sensitivity. Resolution no longer concerns
us because the sensing is being done by ground instruments whose positions are
known well enough for accurate location.

3.2 Mission Analysis

Mission analysis is the process of quantifying the system parameters and the result--
ing performance. A particularly important subset of mission analysis is mission utility
analysis, described in Sec. 3.3, which is the process of quannfymg how well the sys-
tem meets its overall mission objectives. Recall that the mission objectives themselves
are not quantitative. However, our capacity to meet them should be quantified as well
as possible in order to allow us to make intelligent decisions about whether and how
to proceed. Mission requirements, introduced in Chap. 1 and discussed in more detail
in Chap. 4, are the numerical expressions of how well the objectives must be met. They
represent a balance between what we want and what is feasible within the constraints
on the system and, therefore, should be a central part of the mission analysis activity.
In practlce mission analysis is often concerned with how and how well previously
defined mission requirements can be met. In principle, mission analysis should be the
process by which we define and refine mission requirements in order to meet our broad
objectives at minimum cost and risk.

A key component of mission analysis is documentation, which provides the orga-
nizational memory of both the results and reasons. It is critical to understand fully the
choices made, even those which are neither technical nor optimal. We may choose to
apply a particular technology for political or economic reasons, or may not have
enough manpower to investigate alternatives. In any case, for successful analysis, we
must document the real reasons so others can reevaluate them later when the situation
may be different. Technical people often shy away from nontechnical reasons or try to
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justify decisions by exaggerating their technical content. For example, we may choose
for our preliminary FireSat analysis a circular orbit at 1,000 km at an inclination of
60 deg because this is a good mid-range starting point. If so, we should document this
as the reason rather than trying to further justify these parameters. Later, we or others
can choose the best altitude and inclination rather:than having to live by choices for
which there is no documented justification.

3.2.1 The Mission Analysis Hierarchy

I like to think of the mission analysis process as a huge electronic spreadsheet
model of a space system. On the left side of the spreadsheet matrix are the various
parameters and alternatives that one might assess, such as power, orbit, number of sat-
ellites, and manning levels for ground stations. Along the bottom row are the system’s
quantitative outputs, indicating its performance, effectiveness, cost, and risk. The
matrix itself would capture the functional relationships among the many variables. We
would like to wiggle any particular parameter, such as the diameter of the objective in
a detector lens or the number of people assigned to the ground station, and determine
the effect on all other parameters. In this way, we could quantify the system’s perfor-
mance as a function of all possible variables and their combinations.

Fortunately for the continuing employment of mission analysts, the above spread-
sheet model does not yet exist.” Instead, we analyze as many reasonable alternatives
as possible so we may understand how the system behaves as a function of the princi-
pal design features—that is, the system drivers. This approach does not imply that we
are uninterested in secondary detail, but simply recognizes that the mission analysis
process, much like the space system we are attempting to analyze, is ultimately limited
in both cost and schedule. We must achieve the maximum level of understanding with-
in these limits.

If the resources available for concept exploration are limited, as is nearly always
the case in realistic situations, then one of the most critical tasks is to intelligently limit
the scope of individual analyses. We must be able to compute approximate values for
many parameters and to determine at what level of detail we should reasonably stop.
In practice, this is made difficuit by the continuing demand for additional detail and
depth. Thus, we must be able to determine and make clear to others what elements of
that detail will significantly affect the overall system performance and what elements,
while important, can reasonably be left to a more detailed design phase.

We use two main methods to limit the depth of analysis in any particular area. The
first is to clearly identify each area’s system drivers by the methods in Sec. 2.3 and to
concentrate most of the mission analysis effort on these drivers. The second is to
clearly identify the goal of the system study and to provide a level of detail appropriate
to that goal. This approach leads to a mission analysis hierarchy, summarized in
Table 3-2, in which studies take on increased levels of detail and complexity as the
activity progresses. The first three types of studies are meant to be quick with limited
detail and are not intended to provide definitive results. The last three are much more
complex ways to select an alternative to provide the best system performance.

* The Design-to-Cost model at JPL [Shishko, 1996] and similar models being developed
throughout the aerospace community are attempting to automate this basic design process of
evaluating the system-wide implication of changes. In due course, system engineers may
become technologically obsolete. Much like modern chess players, the challenge to future
system engineers will be to stay ahead of the computer in being creative and innovative.
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TABLE 3-2. The Mission Analysis Hierarchy. These help us decide how much detail to study
during the preliminary design phase.

—
Analysis
Type Goal

Feasibility To establish whether an objective is achievable and
Assessment | its approximate degree of complexity

| Sizing To estimate basic parameters such as size, weight, Quick,
Estimate power or cost grgtlér-izid

Point Design | To demonstrate feasibility and establish a baseline for
comparison of alternatives )

Trade Study | To establish the relative advantages of alternanve
approaches or options

Performance | To quantify performance parameters _ Mare
Assessment | (e.g., resclution, timeliness) for a particular approach getau?é:l,
omplex
- . ! trades
Utility | To quantify how well the system can meet overall
Assessment Lmission objectives J

3.2.2 Studies with Limited Scope

The first three types of analyses in Table 3-2 provide methods for undertaking a
quick-look assessment. They provide limited detail, but can frequently be done
quickly and at low cost. Consequently, these quick-look assesments are important in
any situation which is funding-limited. We will outline these methods very briefly
here. However, nearly the entire book is devoted to the process of making initial
estimnates, which is the basic goal of limited scope studies. We want to be able to
‘understand whether or not a particular project is feasible, and to get some idea of its
size, complexity, and cost. Doing this requires that we be able to make numerical
estimates and undertake limited studies in order to develop insight into the nature of
the problem we are trying to solve. _

The biggest difficulty with limited scope studies is the tendency to believe that they
are more accurate than they really are. Thus it is not uncommon to use a feasibility
assessment or point design to establish the requirements for a mission in such detail
that in practice the point design becomes the only alternative which can meet them. As
long as we recognize the limited scope of these studies, they have a valuable place in
the mission analysis activity and represent one of the most important tools that we can
use to understand the behavior of the system we are demgmng

Feasibility Assessment. The simplest procedure in the mission analysis hierarchy
is the feasibility assessment, which we use to establish whether a particular objective
is achievable and to place broad bounds on its level of complexxty Frequently, we can
do a feasibility assessment simply by comparison with exxstmg systems. Thus, we are
reasonably convinced that FireSat is feasible because most FireSat tasks could be
performed by existing Earth resources satellites. Similarly, it is feasible to land a man
on the Moon and return him safely to Earth because we have done so in the past.

We can also determine whether a particular goal is feasible by extrapolating our
past experience. Is it feasible to send people to Mars and bring them back safely? Here
we need to look at the principal differences between a Mars mission and a lunar
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mission. These differences include a longer flight time and higher gravity and,
therefore, higher lift-off velocity required to leave Mars. These factors make the job
more challenging and possibly more expensive than going to the Moon, but there is
nothing about the Mars mission which makes it inherently impossible. Getting to Mars
is feasible. The problem is being able to do so at modest cost and risk.

The third method of providing a feasibility assessment is to provide a very broad
design of how such a mission might be accomplished. For example, in the 1970s,
Gerard O’Neill of Princeton University proposed building large space colonies at the
Lagrange points between the Earth and the Moon [O’Neill, 1974]. No mission of this
scope had ever been undertaken, and it certainly was not a straightforward
extrapolation of any of our normal space experience. O’Neill and his colleagues
proceeded to establish the feasibility by developing a variety of alternative designs
for such space colonies [Richard D. Johnson and Charles Holbrow, 1977]). While the
work done was far in excess of a simple feasibility assessment, it clearly estab-
lished that such colonies were feasible and gave at least an estimate of the scope of the
problem.

Sizing Estimate. The purpose of the sizing estimate is to provide an estimate of
basic mission parameters such as size, weight, power, or cost. We can do sizing esti-
mates in much the same manner as the feasibility assessment: by analogy with existing
systems. Thus, if we are aware of an Earth observation system which has resolution
and information characteristics comparable to what we believe are needed for FireSat,
we can use these parameters to give us an initial estimate of the FireSat parameters.

We can provide a quantitative estimate of key mission parameters by scaling the
parameters from existing missions or payloads in order to obtain estimates of the com-
ponent sizes for our particular mission. This scaling process is described in Sec. 9.5
for space payloads, and in Sec. 10.5 for the spacecraft as a whole. The process of sizing
by scaling existing equipment is an extremely powerful approach to estimating what
it will take to achieve mission objectives. It is of use not only during the conceptual
design process, but throughout the hardware design definition and development
phases to evaluate the system design as it evolves. If scaling existing systems leads to
the suggestion that a particular component should be twice as heavy as the current
design suggests, this gives us reason to look very closely at the current design and to
try to determine whether or not any factors have been overlooked. We assume that
designers of previous systems did a reasonable job of optimizing their system. If the
current design is significantly different, either better or worse, then we would like to
understand the reasons for these differences. This is a good way to gain confidence in
the design process as we proceed.

As the design proceeds, more and more accurate sizing estimates come from the
scaling process. We proceed by breaking down the system into components and sizing
individual components based on scaling estimates with prior systems. Thus, we may
initially estimate the system as a whole divided into a spacecraft and ground station.
As the design becomes more detailed, we will break down the spacecraft into its rela-
tive components and estimate the size, weight, and power of each element based upon
scaling from prior systems or engineering estimates of the new system to be built. Sim-
ilarly, we initially size the ground station by comparison with existing systems and
eventually by building a list of all the ground system components and undertaking
similar sizing estimates for each component. As introduced in Chap. 1, this process of
creating a list of components and estimating parameters for each is known as budget-
ing and is described in more detail in Sec. 10.3.
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Point Design. A point design is a design, possibly at a top level, for the entire
system which is capable of meeting the broad mission objectives. We refer to it as a
point design if we have not attempted to optimize the design to either maximize
performance or minimize weight, cost, or risk. The point design serves two basic
purposes. It demonstrates that the mission is feasible, and it can be used as a baseline
for comparison of alternatives. Thus, if we can establish a point design for FireSat that
meets mission objectives with a spacecraft that weighs 500 kg and costs $50 million,
then we can use this as a comparison for later systems. If other systems cost more,
weigh more, and do not perform as well, then we will abandon those alternatives in
favor of the original baseline. If we continue to optimize the design so that the cost and
risk decrease, then we will let the baseline evolve to take into account the new design
approaches. )

A point design is valuable because we can do it quickly and easily. There is no need
to optimize any of the parameters associated with the design unless it is necessary to
do so to meet mission objectives. This gives us a sense of whether it will be easy or
hard to meet the mission objectives and what are likely to be the most difficult aspects.
One of the biggest problems in a point design is taking it too seriously at a later stage.
We are always likely to regard work which we have done as representing the best
approach, even though we may not have been aware of alternatives. The key issue here
1s to make use of point designs but at the same time to reco gnize their limitations and
to continue to do trades to reduce overall cost and risk and to look for alternative
approaches to meet mission objectives.

3.2.3 Trade Studies

Deciding whether to proceed with a mission should be based on a strawman systemn
concept or point design which shows that the mission objectives can be met within the
assigned constraints. Of course, the point design may not be the best solution, and we
would ordinarily consider a number of alternatives. The system trade process evalu-
ates different broad concepts to establish their viability and impact on performance
and cost. We then combine the system trade results with the mission utility analysis
described in Sec. 3.3 to provide input for concept selection.

System trades consist of analyzing and selecting key parameters, called system
drivers, which determine mission performance. We use these parameters to define a
mission concept and mission architecture which can then be used for performance
analysis and utility analysis as described in Sec. 3.3. The key system trades are those
that define how the system works and determine its size, cost, and risk. Typically, the
key system trades will be in one of the following major areas:

* Critical requirements

* Mission concept

* Subject

* Type and complexity of payloads
* Orbit

Table 3-3 shows typical examples of areas in which there are key system trades for
representative missions. For essentially all missions, specification of the critical
requirements will be a key system trade. For the FireSat mission, the subject is
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probably the heat from the fire itself and the payload is probably an IR sensor. Thus,
the principal system trades are probably the mission concept, the resolution and
coverage requirements, and the orbit. For a mission such as the Space Telescope, the
orbit is of marginal importance and the subject is moderately well defined, if only very
poorly known. Here the principal trades will be the resolution and pointing require-
ments, the payload, and the mission concept. Communications satellite systems are
normally in geosynchronous orbit with a well defined concept of operations. Here the
only real trade is with the required traffic load, the subject, and the size and complexity
of the payload.

Truly innovative approaches—those that really change how we think about a
problem—typically involve finding a new option among these key system trades.
Motorola’s Iridium program and subsequent low-Earth orbit communications constel-
lations represent a new way of thinking about using satellites for communications.
These bave a very different concept of operations and different orbit from traditional
systems. Similarly, Chap. 22 presents an innovative approach to thinking about
FireSat that provides a totally different concept of operations and type of payload.
Innovative solutions are never easy to come by. To try to find them, a good place to
start is with the key system trade areas given in Table 3-3.

TABLE 3-3. Representative Areas for Key System Trades. Although these system trades are
critical, we can't expect numerically precise answers to our system design problem.

Where Space Communications
Trade Area Discussed FireSat | Telescope Satellite
Critical Requirements Chap. 3 Yes Yes Yes
Mission Concept Chap. 2 Yes Yes No
Subject Chap. 9 No No Yes
Payload Type and Complexity | Chaps. 9, 13 No Yes Yes
Orbit Chap. 7 Yes No No

We cannot normally do system trades in a straightforward numerical fashion.
Choosing a different concept of operations, for example, will result in changes in most
or all of the mission parameters. Consequently, the fact that Option A requires twice
the power of Option B may or may not be critical, depending on the orbit and number
of satellites for the two options. We need to look at the system as a whole to understand
which is better.

The best approach for key system trades is a utility analysis as described in Sec. 3.3.
We use the utility analysis to attempt to quantify our ability to meet mission objectives
as a function of cost. We then select the option which fulfills our objectives at the low-
est cost and risk. As described in Sec. 3.4, this is still not a straightforward numerical
comparison, but does have quantitative components.

The simplest option for system trades is a list of the options and the reasons for
retaining or eliminating them. This allows us to consider the merits and demerits at a
high level without undertaking time-consuming trades. This, in turn, allows our list to
be challenged at a later date. We should go back to our key system trades on a regular
basis and determine whether our assumptions and conclusions are still valid. It is this
process of examination and review that allows us to use technical innovation and new
ideas. It is a process that must occur if we are to drive down the cost of space systems.
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The alternative to simply articulating trade options or conducting a complex mis-
sion utility analysis is a system trade in which we make a quantitative comparison of
multiple effects. This can be particularly effective in providing insight into the impact
of system drivers. For the purpose of trade studies, system drivers generally divide into
two categories—those for which more is better and those with multiple effects. By far
the easier to deal with are the “more is better” drivers, for they simply require us to
ask: “What is the cost of achieving more of the commodity in question?” For example,
in a space-based radar, added power improves performance but costs more money.
Thus, the designer will want to understand how much performance is available for
how much power. A second example is coverage. For virtually any Earth-oriented
system, including our FireSat example, more coverage means better performance at
higher cost. Increasing coverage ordinarily means adding satellites or, perhaps,
increasing a single satellite’s coverage by increasing its altitude or the range of its
sensors. Therefore, we often do a coverage trade considering performance vs. number
of satellites, substituting the latter for cost. Assessmg performance as a function of
power or coverage may take considerable work, but it is relatively easy to present the
data for judging by the funding organization, the users, or other decision makers.

System drivers and critical requirements which cause multiple effects demand
more complex trade studies. Pushing parameters one way will improve some charac-
teristics and degrade others. In trades of this type, we are looking for a solution which
provides the best mix of results. Examples of such trade studies include instrument
design, antenna type, and altitude. Each antenna style will have advantages and dis-
advantages, so we must trade various possible solutions depending upon the end goals
and relative importance of different effects.

In trades with multiple effects, selecting the correct independent parameter for each
trade is critical. Consider, for example, selecting either a reflector or a phased-array
antenna for a space-based radar [Brookner and Mahoney, 1986]. From the radar equa-
tion, we know that a principal performance parameter for a radar is the antenna
aperture. All other things being equal, larger antennas will provide much better perfor-
mance. Thus, for our example, we might choose to compare reflector and phased-array
antennas of equal aperture. On this basis, we would choose the phased array because
its electronic steering makes it more agile than a reflector antenna, which must be
mechanically steered. But our choice becomes more complex when we recognize that
weight typically limits large space structures more than size does. Generally, we can
build a reflector larger than a phased array for a given weight. Based on weight, a
reflector may have considerably more power efficiency and, therefore, be a better
radar than a phased-array system. Thus, we would have to trade the better performance
of a larger reflector vs. the better agility of a smaller phased array. Depending upon
the application, the results may be the same as for an aperture-based trade or reverse.
The important point is the critical nature of selecting the proper independent variable
in system trades. To do so, we must find the quantities which inherently limit the
system being considered. These could be weight, power, level of technology, cost, or
manufacturability, depending on the technology and circumstances.

Table 3-4 summarizes the system trade process for parameters with multiple
effects. Typically the trade parameter is one of our system drivers. We begin by iden-
tifying what performance areas or requirements affect or are affected by the trade
parameter. For example, the altitude of the spacecraft will have a key effect on cover-
age, resolution, and survivability and will be limited by launchability, payload weight,
communications, and radiation. We next assess the effect in each of these areas and
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document and summarize the results, generally without trying to create a numerical
average of different areas. Figure 3-1 shows this step for FireSat. We use the summary
to select the parameter value and a possible range. Although the process is complex
and may not have a well defined answer, it is not necessarily iterative unless we find
that the results require fundamental changes in other system parameters.

TABLE 3-4. System Trade Process for Parameters with Multiple Effects. The example is the

altitude trade for the FireSat mission. See also Fig. 3-1.

FireSat Where
Step Example Discussed
1. Select trade parameter Altitude Sec. 2.3
(typically a system driver)
2. Identify factors which Coverage Sec.7.2
affect the parameter or Deployment strategy (coverage evolution) | Sec. 7.6
are affected by it Orbit period Secs. 6.1,7.2
Time in view Sec.7.2
Eclipse fraction Sec. 5.1
Response time Sec. 7.2
Number of spacecraft needed Secs.7.2,7.6
Launch capability Sec. 18.2
Resolution Sec. 9.3
Payload weight Sec. 9.5
Radiation environment Sec. 8.1
Survivability Sec.8.2 -
Jamming susceptibility Secs. 8.2,13.5
Communications Secs. 13.1,13.2
Lifetime Secs. 6.2.3,8.1.5
3. Assess impact of Can launch up to 1,800 km
each factor Best coverage above 400 km
Resolution—lower is better
Survivability not an issue
4. Document and Launch Fig. 3-1
summarize results Coverage
Resolution
Survivability
5. Select parameter value | Altitude = 700 km discussed in text
and possible range 600 to 800 km

Altitude trades are perhaps the most common example of a trade in which multiple
influences push the parameter in different ways. We would normally like to move the
satellite higher to achieve better coverage, better survivability, and easier communica-
tions. On the other hand, launchability, resolution, and payload weight tend to drive
the satellite lower. The radiation environment dictates specific altitudes we would like
to avoid, and the eclipse fraction may or may not play a crucial role in the altitude
trade. We must assess each of these effects and summarize all of them to complete a
trade study. One possible summary is a numerically weighted average of the various
outcomes, such as three times the coverage in square nautical miles per second divided
by twice the resolution in furlongs. Although this provides a convenient numerical
answer, it does not provide the physical insight or conceptual balance needed for
intelligent choices. A better solution is to provide the data on all of the relevant param-
eters and choose based on inspection rather than numerical weighting.
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The FireSat altitude trade provides an example of trading on parameters with
multiple effects. For FireSat, neither survivability nor communications is a key issue,
but coverage does push the satellite upward. On the other hand, payload weight and
good resolution tend to push the satellite lower. Figure 3-1 shows the results of a
hypothetical FireSat altitude trade. Notice that each parameter has various possible
outcomes. Altitudes above or below a certain value may be eliminated, or we may
simply prefer a general direction, such as lower altitude providing better resolution.
Based on these results, we select a nominal altitude of 700 km for FireSat and a
possible range of 600 to 800 km. This selection is not magic. We have tried to balance
the alternatives sensibly, but not in a way that we can numerically justify.

Characteristic Allowed Range (km) Commen'rs
Launch Capability e —— Launch Vehicle Limit
Radiation e inner Radiation Belt
Coverage —— —.  Higher is Better
Coverage Evalution —— —— Major Plateau at 375 km
Payload Resolution e ——— Lower is Better
Communications S E——— Higher is Better
Liietime P— - 120 with Launch Limit
| I | | | I |
0 1,000 2,000 3,000

Fig. 3-1. Results of FireSat Altitude Trade. See Table 3-4 and Table 7-6 in Sec. 7.4 for a list
of trade issues. Political constraints and survivability were not of concem for the

FireSat altitude trade.

3.2.4 Performance Assessments

Quantifying performance demands an appropriate level of detail. Too much detail
drains resources away from other issues; too little keeps us from determining: the
important issues or causes us to assess the actual performance incorrectly.

To compute system performance, we use three main techniques:

* System algorithms
* Analogy with existing systems

« Simulation

System algorithms are the basic physical or geometric formulas associated with a
particular system or process, such as those for determining resolution in diffraction-,
limited optics, finding the beam size of an antenna, analyzing a link budget, or
assessing geometric coverage. Table 3-5 lists system algorithms typically used for
space mission analysis. System algorithms provide the best method for computing
performance. They provide clear traceability and establish the relationship between
design parameters and performance characteristics. Thus, for FireSat, we are inter-
ested in the resolution of an on-orbit fire detector. Using the formula for diffraction-
limited optics in Chap. 9, we can compute the achievable angular resolution from the
instrument objective’s diameter. We can then apply the geometric formulas in Chap. 5
-to translate this angular resolution to resolution on the ground. This result gives us a
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direct relationship between the altitude of the FireSat spacecraft, the size of the
payload, the angles at which it works, and the resolution with which it can distinguish
features on the ground.

TABLE 3-5. Common System Algorithms Used for Quantifying Basic Levels of Perfor-
mance. These analyses use physical or geometrical formulas to determine how
system performance varies with key parameters.

Where

Algorithm Used For Discussed
Link Budget Communications and data rate analysis Sec. 13:3.6
Diffraction-limited Aperture sizing for optics or antennas; Sec. 9.3
Optics determining resolution
Payload Sensitivity Payload sizing and performance estimates Secs. 9.4, 9.5
Radar Equation Radar sizing and performance estimates [Cantafio, 1989}
Earth Coverage, Coverage assessment; system sizing; Secs. 5.2,7.2
Area Search Rates performance estimates
Mapping and Geolocation; instrument and antenna pointing; Sec. 5.4
Pointing Budget image sensing

System algorithms are powerful in that they show us directly how performance
varies with key parameters. However, they are inherently limited because they pre-
sume the rest of the system is designed with fundamental physics or geometry as the
limiting characteristic. For FireSat, resolution could also be limited by the optical
quality of the lens, by the detector technology, by the spacecraft’s pointing stability,
or even by the data rates at which the instrument can provide results or that the satellite
can transmit to the ground. In using system algorithms, we assume that we have
correctly identified what limits system performance. But we must understand that
these assumptions may break down as each parameter changes. Finding the limits of
these system algorithms helps us analyze the problem and determine its key compo-
nents. Thus, we may find that a low-cost FireSat system is limited principally by
achieving spacecraft stability at low cost. Therefore, our attention would be focused
on the attitude control system and on the level of resolution that can be achieved as a
function of system cost.

The second method for quantifying performance is by comparing our design with
existing systems. In this type of analysis we use the established characteristics of
existing sensors, systems, or components and adjust the expected performance accord-
ing to basic physics or the continuing evolution of technology. The list of payload
instruments in Chap. 9 is an excellent starting point for comparing performance with
existing systems. We could, for example, use the field of view, resolution, and integra-
tion time for an existing sensor and apply them to FireSat. We then modify the basic
sensor parameters such as the aperture, focal length, or pixel size, to satisfy our mis-
sion’s unique requirements. To do this, we must work with someone who knows the
technology, the allowable range of modifications, and their cost. For example, we may
be able to improve the resolution by doubling the diameter of the objective, but doing
so may cost too much. Thus, to estimate performance based on existing systems, we
need information from those who understand the main cost and performance drivers
of that technology.

The third way to quantify system performance is simulation, described in more
detail in Sec. 3.3.2. Because it is time-consuming, we typically use simulation only for
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key performance parameters. However, simulations allow much more complex mod-
eling and can incorporate limits on performance from multiple factors (e.g., resolution,
stability, and data rate). Because they provide much less insight, however, we must
review the results carefully to see if they apply to given situations. Still, in complex
circumstances, simulation may be the only acceptable way to quantify system perfc:r—
mance. A much less expensive method of simulation is the use of commercial mission
analysis tools as discussed in Sec. 3.3.3.

3.3 Step 8: Mission Utility

Mission utility analysis quantifies mission performance as a function of design,
cost, risk, and schedule. It is used to (1) provide quantitative information for decision
making, and (2) provide feedback on the system design. Ultimately, an individual or
group will decide whether to build a space system and which system to build based on
overall performance, cost, and risk relative to other activities. As discussed in Sec. 34,
this does not mean the decision is or should be fundamentally technical in nature.
However, even though basic decisions may be po]itical economic, or sociological, the
best possible quantitative information from the mission utility analysis process should
be available to support them.

Mission utility analysis also provides feedback for the system de31gn by assessing
how well alternative configurations meet the mission objectives. FireSat shows how
this process might work in practice. Mission analysis quantifies how well alternative
systems can detect and monitor forest fires, thereby helping s to decide whether to
proceed with a more detailed design of several satellites in low-Earth orbit or a single
larger satellite in a higher orbit. As we continue these trades, mission analysis
establishes the probability of being able to detect a given forest fire within a given
time, with and without FireSat, and with varying numbers of spacecraft. For FireSat,
the decision makers are those responsible for protecting the forests of the United -
States. We want to provide them with the technical information they need to determine
whether they should spend their limited resources on FireSat or on some alternative,
If they select FireSat, we will provide the technical information needed to allow them
to select how many satellites and what level of redundancy to include.

3.3.1 Performance Parameters and Measures of Effectiveness

The purpose of mission analysis is to quantify the system’s performance and its
ability to meet the ultimate mission objectives. Typically this requires two distinct
types of quantities—performance parameters and measures of effectiveness. Perfor-
mance parameters, such as those shown in Table 3-6 for FireSat, quanufy how well
the system works, without explicitly measuring how well it meets mission objectives.
Performance parameters may include coverage statistics, power efficiency, or the
resolution of a particular instrument as a function of nadir angle. In contrast, measures -
of effectiveness (MoEs) or figures of merit (FoMs) quantify directly how well the
system meets the mission objectives. For FireSat, the principal MoE will be a numer-
ical estimate of how well the system can detect forest fires or the consequences of
doing so. This could, for example, be the probablhty of detecting a given forest fire
within 6 hours, or the estimated dollar value of savings resulting from early fire detec-
tion. Table 3-7 shows other examples.



60 Mission Evaluation 3.3

TABLE 3-6. Representative Performance Parameters for FireSat. By using various perfor-
mance parameters, we get a better overall picture of our FireSat design.

Performance Parameter How Determined
Instantaneous maximum area coverage ra{é Analysis
a)it average area coverage rate Simulation
(takes into account forest coverage, duty cycle)
Mean time between observations Analysis
Ground positibn knowledge Analysis
System response time (See Sec. 7.2.3 for definition) Simulation

TABLE 3-7. Representative Measures of Effectiveness (MoEs) for FireSat. These Measures
of Effectiveness help us determine how well various designs meet our mission

objectives.
Goal MoE How Estimated
Detection Probability of detection vs. time Simulation
(milestones at 4, 8, 24 hours)
Prompt Knowledge Time late = time from observation Analysis
to availability at monitoring office
Monitoring Probability of containment Simulation
Save Property Value of property saved plus savings in Simulation +
and Reduce Cost firefighting costs Analysis

We can usually determine performance parameters unambiguously. For example,
either by analysis or simulation we can assess the level of coverage for any point on
the Earth’s surface. A probability of detecting and containing forest fires better
measures our end objective, but is also much more difficult to quantify. It may depend
on how we construct scenarios and simulations, what we assume about ground
resources, and how we use the FireSat data to fight fires.

Good measures of effectiveness are critical to successful mission analysis and
design. If we cannot quantify the degree to which we have met the mission objectives,
there is little hope that we can meet them in a cost-effective fashion. The rest of this
section defines and characterizes good measures of effectiveness, and Secs. 3.3.2 and
3.3.3 show how we evaluate them.

Good measures of effectiveness must be

¢ Clearly related to mission objectives

e Understandable by decision makers

e Quantifiable

 Sensitive to system design (if used as a design selection criterion)

MoEs are useless if decision makers cannot understand them. “Acceleration in the
marginal rate of forest-fire detection within the latitudinal coverage regime of the end-
of-life satellite constellation™ will likely need substantial explanation to be effective.
On the other hand, clear MoEs which are insensitive to the details of the system design,
such as the largest coverage gap over one year, cannot distinguish the quality of one
system from another. Ordinarily, no single measure of effectiveness can be used to
quantify how the overall system meets mission objectives. Thus, we prefer to provide
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a few measures of effectiveness summarizing the system’s capacity to achieve its
broad objectives.

Measures of effectiveness generally fall into one of three broad categories associ-
ated with (1) discrete events, (2).coverage of a continuous activity, or (3) timeliness of
the information or other indicators of quality. Discrete events include forest fires,
nuclear explosions, ships crossing a barrier, or cosmic ray events. In this case, the best
measures of effectiveness are the rate that can be sustained (identify up to 20 forest
fires per hour), or the probability of successful identification (90% probability that a
forest fire will be detected within 6 hours after ignition). The probability of detecting
discrete events is the most common measure of effectiveness. It is useful both in pro-
viding good insight to the user community and in allowing the user to create additional
measures of effectiveness, such as the probability of extinguishing a forest fire in a
given time.

- Some mission objectives are not directly quantifiable in probabilistic terms. For
example, we may want continuous coverage of a particular event or activity, such as
continuous surveillance of the crab nebula for extraneous X-ray bursts or continuous
monitoring of Yosemite for temperature variations. Here the typical measure of effec-

-~ tiveness is some type of coverage or gap statistics such as the mean observation gap or
~maximum gap under a particular condition. Unfortunately, Gaussian (normal proba-

. bility) statistics do not ordinarily apply to satellite coverage; therefore, the usual
" measure of average values can be very misleading. Additional details and a way to
resolve this problem are part of the discussion of coverage measures of effectiveness
in Sec. 7.2.

A third type of measure of effectiveness assesses the quality of a result rather than
whether or when it occurs. It may include, for example, the system’s ability to resolvé
the temperature of forest fires. Another common measure of quality is the timeliness
of the data, usual]y expressed as time late, or, in more positive terms for the user, as
the time margin from when the data arrives until it is needed. Timeliness MoEs might
include the average time from ignition of the forest fire to its initial detectlon or,
viewed from the perspective of a potential application, the average warning time
before a fire strikes a population center. This type of information, illustrated in
Fig. 3-2, allows the decision maker to assess the value of FireSat in meeting commu-
nity needs.

3.3.2 Mission Utility Simulation

In analyzing mission utility, we try to evaluate the measures of effectiveness
numerically as a function of cost and risk, but this is hard to do. Instead, we typically
use principal system parameters, such as the number of satellites, total on-orbit weight,
or payload size, as stand-ins for cost. Thus, we might calculate measures of effective-
ness as a function of constellation size, assuming that more satellites cost more money.
If we can establish numerical values for meaningful measures of effectiveness as a
function of the system drivers and understand the underlying reasons for the results,
we will have taken a major step toward quantlfymg the space mission ana]ysxs and
design process.

Recall that mission utility analysis has two distinct but, equally unportant goa]s——to
aid design and provide information for decision making. It helps us design the mission

“by examining the relative benefits of alternatives. For key parameters such as payload

type or overall system power, we can show how utility depends on design choxces and
therefore, intelligently select among design options. S .
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Fig. 3-2. Forest Fire Warning Time for Inhabited Areas. A hypothetical measure of effective-
ness for FireSat.

Mission utility analysis also provides information that is readily usable to decision
makers. Generally those who determine funding levels or whether to build a particular
space system do not have either the time or inclination to assess detailed technical
studies. For large space programs, decisions ultimately depend on a relatively small
amount of information being assessed by individuals at a high level in industry or
government. A strong utility analysis allows these high-level judgments to be more
informed and more nearly based on sound technical assessments. By providing sum-
mary performance data in a form the decision-making audience can understand, the
mission utility analysis can make a major contribution to the technical decision-
making process.

Typically, the only effective way to evaluate mission utility is to use a mission
utility simulation designed specifically for this purpose. (Commercial simulators are
discussed in Sec. 3.3.3.) This is not the same as a payload simulator, which evaluates
performance parameters for various payloads. For FireSat, a payload simulator might
compute the level of observable temperature changes or the number of acres that can
be searched per orbit pass. In contrast, the mission simulator assumes a level of
performance for the payload and assesses its ability to meet mission objectives. The
FireSat mission simulator would determine how soon forest fires can be detected or
the amount of acreage that can be saved per year.

In principle, mission simulators are straightforward. In practice, they are expensive
and time consuming to create and are rarely as successful as we would like. Atternpts
to achieve excessive fidelity tend to dramatically increase the cost and reduce the
effectiveness of most mission simulators. The goal of mission simulation is to estimate
measures of effectiveness as a function of key system parameters. We must restrict the
simulator as much as possible to achieving this goal. Overly detailed simulations
require more time and money to create and are much less useful, because computer
time and other costs keep us from running them enough for effective trade studies. The
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simulator must be simple enough to allow making multiple runs, so we can collect
statistical data and explore various scenarios and design options.

The mission simulation should include parameters that directly affect utility, such
as the orbit geometry, motion or changes in the targets or background, system sched-
uling, and other key issues, as shown in Fig. 3-3. The problem of excessive detail is
best solved by providing numerical models obtained from more detailed simulations
of the payload or other system components. For example, we may compute FireSat’s
capacity to detect a forest fire by modeling the detector sensitivity, atmospheric char-
acteristics, range to the fire, and the background conditions in the observed area. A
detailed payload simulation should include these parameters. After running the pay-
load simulator many times, we can, for example, tabulate the probability of detecting
a fire based on observation geometry and time of day. The mission simulator uses this
table to assess various scenarios and scheduling algorithms. Thus, the mission simu-
lator might compute the mission geometry and time of day and use the lookup table to
determine the payload effectiveness. With this method, we can dramatically reduce
repetitive computations in each mission simulator run, do moré simulations, and
exploré more mission options than with a more detailed simulation. The mission sim-
ulator should be a collection of the results of more detailed simulations along with
unique mission parameters such as the relative geometry between the satellites in a
constellation, variations in ground targets or background, and the system scheduling
or downlink communications. Creating sub-models also makes it easier to generate
utility simulations. We start with simple models for the individual components and
develop more realistic tables as we create and run more detailed payload or component
simulations.

Simulator &
Main Models Output Processors Principal Outputs
Energy Animatior) sequence
Time utilization Observation data
System performance System parameters
Scheduling Engrgy used
Background characteristics Pointing statistics
Search logic Time usgd'
Data utilization Gap statistics
Probability of
Observation Types detection{containment
(FireSat example) Principal Inputs Respon§e hme§ .
Search mode Scenarios Scheduling statistics
Map mode Tasking Cloud cover
Fire boundary mode System parameters Fire detection MoEs
Temperature sensing Constellation parameters

Fig. 3-3. Results.of FireSat Altitude Trade. See Table 3-4 and Table 7-6 in Sec. 7.4 for a list
of trade issues. Political canstraints and survivability were not of concem for the
FireSat altitude trade.

Table 3-8 shows the typical sequence for simulating mission utility, including a
distinct division into data generation and output. This division allows us to do various
statistical analyses on a single data set or combine the outputs from many runs in dif-
ferent ways. In a constellation of satellites, scheduling is often a key issue in mission
utility. The constellation’s utility depends largely on the system’s capacity to schedule
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resource use appropriately among the satellites. At the end of a single simulation run,
the system should collect and compute the statistics for that scenario, generate appro-
priate output plots or data, and compute individual measures of effectiveness, such as
the percent of forest fires detected in that particular run.

TABLE 3-8. Typical Sequence Flow of a Time-Stepped Mission Utility Simulation. Follow-
ing this sequence for many runs, we can create statistical measures of effective-
ness that help us evaluate our design. ’

Phase | — Data Generation
Advance time step
Compute changes in target or background characteristics
Update satellite positions
Update viewing geometry parameters
Schedule observations or operations
Compute pointing changes
Compute and save performance statistics
Update satellite consumables
Save data for this time step
Go to next time step

Phase il — Output Generation and Statistics Collection
Compute scenario statistics
Compute measures of effectiveness for the individual run
Prepare output plots and data for the individual run

Phase lil — Monte Carlo Runs
Set new scenario start time
Repeat Phase l and Ii
Collect multi-run statistics
Compute statistical measures of effectiveness
Prepare Monte Carlo output plots and data

The next step is to run more simulations using new start times or otherwise varying
the conditions for the scenarios. Changing the start times alters the relative timing and
geometry between the satellites and the events they are observing, thus, averaging
results caused by these characteristics. Collecting statistics on multiple runs is called
a Monte Carlo simulation. For example, we might average the percentage of forest
fires detected over different runs with different timing, but on the same scenario, to
estimate the overall probability of detecting forest fires—our ultimate measure of
effectiveness. The system simulator should accumulate output statistics and prepare
output plots over the Monte Carlo runs.

Frequently, in running mission simulations, we must choose between realistic and
analytical scenarios. Realistic scenarios usually are too complex to help us understand
how the system works but are still necessary to satisfy the end users. On the other hand,
simple scenarios illuminate how the system is working but do not show how it will
work in a real situation. The best answer is to use simple scenarios for analysis and
realistic scenarios to assess mission performance. In the FireSat example, we might
begin by studying a single satellite to determine how it behaves and then expand to a
more complex simulation with several satellites. We might also start evaluating a
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multi-satellite constellation by looking at its response to a simple situation, such as one
fire or a small group of uniformly distributed fires. This trial run will suggest how the
system performs and how changes affect it. We can then apply this understanding as
we develop more realistic simulations. -

A related problem concerns using a baseline scenario to compare options and
designs. Repeating a single scenario allows us to understand the scenario and the
system’s response to it. We can also establish quantitative differences by showing how
different designs respond to the same scenario. But this approach tends to mask char-
acteristics that might arise solely from a particular scenario. Thus, we must understand
what happens as the baseline changes and watch for chance results developing from
our choice of a particular baseline scenario.

Finally, mission simulations must generate usable and understandable information
for decision makers—information that provides physical insight. Two examples are
strip charts of various system characteristics and animated output. A strip chart plot is
similar to the output of a seismograph or any mufti-pin plotter, in which various char-
acteristics are plotted as a function of time. These characteristics might include, for
example, whether a particular satellite is in eclipse, how much time it spends in active
observation, and the spacecraft attitude during a particular time step. Plots of this type
give a good feel for the flow of events as the simulation proceeds.

A valuable alternative for understanding the flow of events is looking at an anima-
tion of the output, such as a picture of the Earth showing various changes in the target,
background, and observation geometry as the satellites fly overhead. Thus, as Fig. 34
illustrates, an animated simulation of FireSat output could be a map of a fire-sensitive
region with areas changing color as fires begin, lines showing satellite coverage, and
indications as to when fires are first detected or when mapping of fires occurs.
Animation is not as numerical as statistical data, but it shows more clearly how the
satellite system is working and how well it will meet broad objectives. Thus, mission
analysts and end users can assess the system’s performance, strengths and short- B
comings, and the changes needed to make it work better. -

3.3.3 Commercial Mission Analysis and Mission Utility Tools

Creating a mission utility simulation for your specific mission or mission concept
is both time consuming and expensive. It is not uncommon for the simulation to be
completed at nearly the same time as the end of the study, such that there is relatively
little time to use the simulation to effectively explore the multitude of options available
to the innovative system designer.

In my view, the single largest step in reducing software cost and risk is the use of
commercial, off-the-shelf (COTS) software. The basic role of COTS software in space
is to spread the development cost over multiple programs and reduce the risk by using
software that has been tested and used many times before. Because the number of -
purchasers, of space software is extremely small, the savings will be nowhere near as
large as for commercial word processors. Nonetheless, reductions in cost, schedule,
and risk can be substantial. Most COTS software should be at least 5 times cheaper
than program-unique software and is typically 10 or more times less expensive. In
addition, COTS software will ordinarily have much better documentation and user
interfaces and will be more flexible and robust, able to support various missions and
circumstances,

The use of COTS software is growing, but most large companies and government
agencies still develop their own space-related software for several reasons. One of the
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Fig. 3-4. Hypothetical Animation Output for FireSat Mission Utility Simulator. Color dis-
plays are very valuable for animation sequences because we need to convey muitiple
parameters in each frame.

best ways to develop and maintain expertise is to create your own systems and models.
Thus, organizations may want to support their own software group, particularly when
money is tight. Also, it’s hard to overcome the perception that it costs less to incre-
mentally upgrade one’s own system than to bear the cost and uncertainty of new COTS
tools. In this trade, the “home built” systems often don’t include maintenance costs.
Finally, customers often don’t know which COTS tools are available. Professional
aerospace software doesn’t appear in normal software outlets, advertising budgets are
small, and most information is word-of-mouth through people already in the commu-
nity. Despite these substantial obstacles, many organizations are now using COTS
software in response to the strong demand to reduce cost.

In order to use COTS tools to reduce space system cost, we need to change the way
we use software. We need to adapt to software not being exactly what we want, look
for ways to make existing software satisfy the need, or modify COTS software to more
closely match requirements. This is a normal part of doing business in other fields.
Very few firms choose to write their own word processor, even though no single word
processor precisely meets all needs. Instead, they choose one that most closely
matches what they want in terms of functions, support, and ease of use. We should use
the same criteria for COTS space software. In addition, we need to set realistic
expectations concerning what COTS software can do. Clearly, we can’t expect the low
prices and extensive support that buyers of globally marketed commercial software
enjoy. We have to adjust our expectations to the smaller market for space-related soft-
ware, which means costs will be much higher than for normal commercial products.
Maintenance and upgrades will ordinarily require an ongoing maintenance contract.
Within the aerospace community, a standard arrangement is for a maintenance and
upgrade contract to cost 15% of the purchase price per year.

Using COTS software and reusing existing noncommercial software requires a
different mindset than continuously redeveloping software. We need to understand
both the strengths and weaknesses of the relatively small space commercial software
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industry. Because the number of copies sold is small, most space software companies
are cottage industries with a small staff and limited resources. We shouldn’t expect
space-software developers to change their products at no cost to meet unique needs.
For example, it would be unrealistic to expect a vendor of commercial software for
low-Earth orbit spacecraft to modify the software for interplanetary missions at no
cost, because few groups will buy interplanetary software. On the other hand, the small
size of the industry means developers are eager to satisfy the customers’ needs, so
most are willing to work with their customer and to accept contracts to modify their
products for specific applications. This can be far less expensive than developing soft-
ware completely from scratch. .

There is a hierarchy of software cost, going from using COTS software as is, to
developing an entirely new system. In order of increasing cost, the main options are

1. Use COTS software as sold
2. Use COTS software libraries

3. Modify COTS software to meet specific program needs (modification may be
done by mission developer, prime contractor, or software developer)

4. Reuse existing flight or ground software systems or modules
5. Develop new systems based largely on existing software components

6. Develop new systems from scratch using formal requirements and develop-
ment processes

This hierarchy contains several potential traps. It may seem that the most economical
approach would be for the prime contractor or end-user to modify COTS software to
meet their needs. However, it is likely that the COTS software developer is in a better
position to make modifications economically and quickly. Although the end-users are
more familiar with the objectives and the mission, the software developer is more
familiar with the organization and structure of the existing code.

Secondly, there is frequently a strong desire to reuse existing code. This will likely
be cheaper if the code was developed to be maintainable and the developers are still
available. On the other hand, for project-unique code developed with no requiremnent
for maintainability, it may be cheaper, more efficient, and less risky simply to discard
the old software and begin again.

Commercial mission analysis tools fall into three broad categories, each of which
is described below. Representative examples of these tools are listed in Table 3-9.

Generic Analysis Systems. These are programs, such as MatLab™, which are
intended to allow analysis and simulation of a wide variety of engineering and science
problems. They typically cost a few hundred to several thousand dollars and can
dramatically reduce the time needed to create simulations and analyze the results.
Because these are generic tools, specific simulation characteristics are set up by the
user, although subroutine libraries often exist. Thus, we will need to create orbit .-
propagators, attitude models, environment models, and whatever else the problem
dictates. We use this type of simulation principally for obtaining mathematical data
and typically not for animation.

Low-Cost Analysis Programs. These are programs intended for a much wider, -
audience such as the amateur astronomy or space science community. However, when-
carefully selected and used appropriately, they can provide nearly instant results at -
very low cost. The programs themselves cost a few hundred dollars or less, are
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TABLE 3-9. Commercial Space Mission Analysis and Design Software. New versions are
typically released roughly annually. Because of the very small size of the space
market, commercial space software both enters and leaves the marketplace on a
regular basis.

Approx.
Product Publisher Cost Purpose

Dance of Arc Science | $250 Amateur visual and gravitational model of the solar

the Planets Simulations system useful for interplanetary mission design

Edge Autometric [ $5,000 + | Professional mission analysis system; many
modules; can be customized

EWB Maxwell High Professional tool for space mission trade studies;

Labs used for Space Station

MUSE module | Microcosm | $6,500 Milssion Utility/Systems Engineering tool; evaluates
figures of merit; can be customized by user

ORB AlAA < $100 Orbit analysis tool included with the book
Spacecraft Mission Design; primarily interplanetary

Orbit Works ARSoftware | $700 Orbit analysis, pass geometry, related tools; used by
many ground operations groups

SMAD KB Sciences |$500 10 software modules that implement equations in

Software the SMAD book

Satellite Tool | Analytical ™ Professional mission analysis system; many

Kit, STK Graphics modules

* Base program is free; modules range from $2,000 to $30,000.

immediately available from mail-order retailers, and can be run within a few hours of
receiving them. A typical program in this category is Dance of the Planets, developed
by Arc Science Simulations, for simulating astronomical events and allowing amateur
space enthusiasts to create simulations of solar system events and obtain views from
spacecraft which they define. A key characteristic of this program is that it creates
simulations by integrating the equations of motion of celestial objects, thus allowing
the user to define an interplanetary spacecraft orbit and determine its interaction with
various celestial bodies. While less accurate than high-fidelity simulations created
after a mission is fully funded, this type of tool can produce moderately accurate
results quickly and at very low cost.

A second type of system used by amateurs consists of data sets, such as star
catalogs, and the associated programs used to access and manipulate the data. For
example, the complete Hubble Guide Star Catalog, created for the Space Telescope
mission and containing over 19 million stars and nonstellar objects, is available on two
CD-ROMs for less than $100. Smaller star catalogs contain fewer entries, but typically
have much more data about each of the stars. All of the electronic star catalogs can be
read and star charts created by any of the major sky plotting programs, again available
off-the-shelf for a few hundred dollars.

Space Mission Analysis Systems. These are professional engineering tools created
specifically for the analysis and design of space missions. Prices are several thousand
dollars and up. These tools can create very realistic simulations, including data gener-
ation, animation, user-defined figures of merit, and Monte Carlo simulations. One of
the most widely used tools in this category is Satellite Tool Kit (STK), developed by
Analytical Graphics, which provides a basic simulation capability and a variety of add-
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on modules for animation generation, orbit determination and propagation, coverage
analysis, and mission scheduling. The Mission Utility/Systems Engineering Module
(MUSE) by Microcosm allows the evaluation of a variety of generic figures of merit
(such as coverage or timeliness) and provides Monte Carlo simulation runs to create
statistical output. MUSE is intended specifically to allow the user to define new fig-
ures of merit to allow the rapid creation of mission-specific simulations. The Edge
product family by Autometric provides very high-fidelity animation of a variety of
space missions and is intended to be adapted by either the company or the user to
become a mission-specific simulation. Each of the tools in this category can provide
high-fidelity simulations at a much lower cost than creating systems from scratch.

3.4 Step 9: Mission Concept Selection

This section is concerned not with the detailed engineering decisions for a space
mission, but with the broad trades involved in defining the overall mission—whether
to proceed with it and what concept to use. Decisions for space missions fall into three
broad categories: (1) go/no-go decision on proceeding with the mission; (2) selection
of the mission concept; and (3) detailed engineering decisions, which are generally
described throughout this book.

In principle, the go/no-go decision depends on only a few factors, the most impor-
tant of which are:

* Does the proposed system meet the overall mission objectives?

* Is it technically feasible?

* Is the level of risk acceptable?

* Are the schedule and budget within the established constraints?

* Do preliminary results show this option to be better than nonspace solutions?

In addition to the above technical issues, a number of nontechnical criteria are ordi-
narily equally or more important in the decision-making process:

* Does the mission meet the political objectives?

* Are the organizational responsibilities acceptable to all of the organizations
‘involved in the decision?

* Does the mission support the infrastructure in place or contemplated?

For example, a mission may be approved to keep an organization in business, or it
may be delayed or suspended if it requires creating an infrastructure perceived as not
needed in the long term. The mission analysis activity must include nontechnical
factors associated with space missions and see that they are appropriately addressed.

The top-level trades in concept selection are usually not fully quantitative, and we
should not force them to be. The purpose of the trade studies and utility analysis is to
make the decisions as informed as possible. We wish to add quantitative information
to the decisions, not quantify the decision making. In other words, we should not
undervalue the decision-maker’s judgment by attempting to replace it with a simplis-
tic formula or rule. :

Table 3-10 shows how we might try to quantify a decision. Assume that a system
costs $500 million, but-an improvement could save up to $300 million. To save this
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money, we could use option A, B, or C. Option A would cost $35 million, but the prob-
ability of success is only 70%; B would cost $100 million with 99% probability of
success; C would cost $200 million with a 99.9% probability of success.

TABLE 3-10. Mathematical Model of Hypgthetical Decision Process (costs in $M). Numer-
ically, we would choose B or A if it were available. Realistically, any of the choices
may be best depending on the decision criteria.

Current Cost $500M
Potential Savings if Improvement is Successful $300M
Cost of Probability Total Cost Total Cost  Expected Expected
Option  Improvement  of Success  if Successful if Failed Total Cost  Savings
A 35 70% 235 535 325 175
B 100 99% 300 600 303 197
C 200 99.90% 400 700 400.3 99.7
A 35 80% . 235 535 295 205

Which option should we select? The table gives the cost if successful, the cost if the
improvement fails, and the expected values of both the cost and net savings. By
numbers alone, we would select option B with an expected savings of $197 milljon.
However, reasonable and valid cases can be made for both A and C. In option A, we
risk only $35 million, and, therefore, are minimizing the total cost if the improvement
succeeds or if it fails. In fact, the $600 million cost of failure for option B may be too
much for the system to bear, no matter the expected savings. Option C provides a net
savings of “only” $100 million, but its success is virtually certain. Although savings
for this option are less dramatic, it does provide major savings while minimizing risk.
In this case, we may assume the cost to be a fixed $400 million, with failure being so
unlikely that we can discount it. Option B, of course, balances cost and risk to maxi-
mize the expected savings.

Suppose, however, that option A had an 80% probability of success as shown in A’,
rather than the original 70% probability. In this case, the expected savings of A’ would
increase to $205 million, and would make it the preferred approach in pure expectation
terms. However, most individuals or groups faced with decisions of this sort are
unlikely to change from option B to A’ based solely on the increase in estimated prob-
ability to 80%. Their decisions are more likely to depend on perceived risk or on
minimizing losses. Using nonmathematical criteria does not make the decisions
incorrect or invalid, nor does it make the numerical values unimportant. We need
quantitative information to choose between options but we do not have to base our
decisions exclusively on this information.

As a second example, we can apply the results of utility analysis to concept selec-
tion for FireSat. In particular, the number of satellites strongly drives the cost of a
constellation. If we select the low-Earth orbit approach for FireSat, how many sat-
ellites should the operational constellation contain? More satellites means better
coverage and, therefore, reduces the time from when a fire starts until it is first de-
tected. Consequently, one of our key parameters is the time late, that is, the time from
when a fire starts until the system detects its presence and transmits the information to
the ground. Figure 3-5 plots the hypothetical time late vs. the number of satellites for
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FireSat. The details of such plots will depend on the latitude under consideration,
swath coverage, altitude, and various other parameters. However, the characteristic of
increasing coverage with more satellites eventually reaches a point of diminishing
returns. This will normally be true irrespective of the coverage assumptions.
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Fig. 3-56. Hypothetical Coverage Data for FireSat. See text for definitions and discussion. As
discussed in Sec. 7.5, satellite growth comes in increments or plateaus. These are
assumed to be 2-satellite increments for FireSat.

If we assume an initial goal for time late of no more than 5 hours, we see from the
plot that a system of 6 satellites can meet this goal. Alternatively, a 4-satellite system
can achieve a time late of 6 hours. Is the smaller time late worth the increased number
of satellltes and the money to build them? Only the ultimate users of the system can
judge. The additional warning may be critical to fire containment and, therefore, a key

" to mission success. However, it is also possible that the original goal was somewhat
arbitrary, and a time of approximately 5 hours is what is really needed. In this case,
fire-fighting resources could probably be used better by flying a 4-satellite systcm with
6 hours time late and applying the savings to other purposes. Again, mission utility
analysis simply provides quantitative data for intelligent decision making.

Of course, we must remember that the number of FireSat satellites will depend not
only on the utility analysis but also on politics, schedules, and resources. The public
must see FireSat as an appropriate response to the problem, as well as an efficient use
of scarce economic resources compared to, for example, more fire fighters. In addi-
tion, a satellite system may serve several missions, with multiple mission criteria and
needs. Just as we cannot apply only one criterion to some system drivers, we may not
be able to balance numerically the several criteria for mission selection. Instead, the
developers, operators, and users must balance them using the insight gained from the
system trades and mission utility analysis.

Having undertaken a round of system trades, evaluated the mission utility, and
selected one or more baseline approaches, we are ready to return to the issue of system
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requirements and their flow-down to various components. Chapter 4 treats this area,
which is simply the next step in the iterative process of exploring concepts and defin-
ing requirements.
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Chapter 4

Requirements Definition
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4.1 Role of Requirements in System Development
Quality Function Deployment—A Tool for
Requirements Development

4.2 Requirements Analysis and Performance Budgeting
Functional Analysis; Initial Performance Budgets,
Refining and Negotiating the Performance Budgets

4.3 'Requirements Documentation and Specifications

4.4 Summary: The Steps to a Requirements Baseline

An early adage in systems engineering was “requirements before analysis, require-
ments before design.” This emphasizes the importance of defining and developing
requirements as the front-end process for system design, development, and deploy-
ment. Regardless of size and complexity, and whatever the formality and scope of this
process, it should follow the general pattern described in this chapter.

All requirements must begin with succinct but well defined user and customer
mission needs, focusing on the critical functional and operational requirements, with-
out unnecessarily constraining or dictating the design. Section 4.1 shows that the
requirements derived from these mission needs and progressively allocated to lower
levels of the design are central to meeting a program’s performance commitments.
Section 4.2 describes the process of analyzing requirements and budgeting perfor-
mance. As we derive functions and the associated performance requirements, we must
document them to provide the basis for developing, producing, deploying, and oper-
ating the system, as well as a referencable history governing the development. Section
4.3 shows the role of requirements documentation. Finally, Sec. 4.4 summarizes a
brief step-by-step method of establishing requirements for typical space mission
programs.

This traditional approach to systems engineering is to first define the requirements
and then design the system to meet those requirements at minimum cost and risk. More
recently a number of authors and organizations have advocated “trading on require-
ments™ as a formal process intended to provide a compromise between what the user
wants and what the buyer can afford. This process is discussed in detail by Wertz and
Larson [1996].

73
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4.1 Role of Requirements in System Development

To this point, the book has dealt with the mission analysis and concept development
process which ideally drives the system design. The mission objectives and system
concepts we have adopted have involved five basic measures: (1) required perfor-
mance, (2) cost, (3) development and deployment schedule, (4) implicit and explicit
constraints, and (5) risk. The same measures continue to apply during the entire system
engineering process, from concept to implementation. Through this process, we
decompose and allocate the central system-derived requirements (sometimes
expressed as system specifications) to individual segments or system elements, inter-
faces between these as well as interfaces external to the system. To define the total
system, therefore, users, customers, system engineers, and segment developers must
constantly interact. Although we initiate the process in a “top-down” fashion, we
typically must continually reconcile system level requirements with technology and
lower-level design development.

A healthy tension often exists between the user and development communities.
Developers may consider the user wedded to current operational approaches and
insensitive to how over-specified requirements constrain design. Users often believe
that developers favor new technology and ignore the practical needs associated with
operating a system and exploiting the mission data. Thus, the developer may establish
mission requirements without consulting the user, or the user may produce “non-
negotiable stone tablets” and carry them down from the mountain too late or too over-
specified for actnal use. Because both sides have valid concerns, however, they must
cooperate from the start in developing the mission’s operational requirements. We
may implement this cooperation through so-called IPTs (Integrated Product Teams)
involving both users/customers and developers.

Typically, developers wanting to build as soon as possible drive prematurely
toward low-level detail. Sometimes they underemphasize the original mission drivers
—requirements which dominate performance, cost, and schedule risk. Customers
often constrain system development with overly specific requirements at levels below
the critical requirements that determine most of a program’s cost and risk. While the
level of formality and detail may vary depending upon system maturity, complexity,
and size, critical requirements must remain in the forefront during design, develop-
ment, and validation of the system.

Overzealous requirements can also find their way into mission statements. For
example, a user may specify the scan rate and swath width under payload and coverage
performance. Clearly, these constraints on sensor design and constellation are inappro-
priate in this case, prior to establishing a system which meets the key requirements,
i.e., timely data with enough accuracy and resolution. Specifications on launch rate,
launch responsiveness, and spacecraft reliability are also common. But so long as a
system meets availability and maximum outage needs, the developer should be able to
allocate requirements for reliability, mainténance, and replacement. Mission require-
ments concerning launch, operation, or maintenance may establish the design domain,
but not dictate the design. On the other hand, the user must also be a party to the system
design as it converges, to identify design characteristics likely to produce operational
problems.

Table 1-5 in Sec. 1.4 shows essential requirements for the FireSat mission. These
requirements neither dictate nor impose needless constraints on design, but they do
specify what is essential to perform the mission and operate the system. The table
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contains enough information to derive the specific design characteristics with
sufficient controls on the user’s essential requirements. Also, the table includes no
unverifiable terms or goals such as “maximize,” “sufficient,” or “optimize,” because
these words have no quantifiable interpretations. Requirements which we are asked to
implement only if no “impact” results, are in fact goals and we cannot treat them as
design drivers. Every meaningful requirement bears cost and will have an impact.

Constraints are those requirements for a system which we cannot trade, usually
under any circumstances. They may pertain to performance when levels of capability
of a system must have a certain value to be useful. One example is the necessity for a
resolution level of an optical or RF signal, above which the desired information could
not be derived or would not be sufficiently better than existing systems to justify new
development. A related, fixed requirement could also be coverage and timeliness of
data, clearly a major consideration for FireSat. Another might be cost—a constraint
increasingly important to the financial success of a new mission. Thus, if a cost ceiling
of N millions could not be met for a new development, the feasibility, design attributes
or method of achieving a mission would be directly affected. The term “design to cost”
applies directly to a cost constraint. Schedule may also be a constraint, and many tech-
nically worthwhile projects get scrubbed because developers could not solve some
problems soon enough to be competitive—this is often called a “time to market” con-
straint. Others, but by no means all, include environmental and safety issues, legal and
political mandates, fixed asset usage, involvement of geographically distributed or
foreign offset contractors. ‘ '

An alternative view of “goals” vs. “requirements” is that the former represent
design margin. Any firm requirement must result in a level of margin in the design,
and we can regard the “goal” as specifying the desired margin. As the design matures,
the margin represents the trade-space available to decision-makers. The user must
ultimately decide whether the additional performance is worth its associated incre-
mental cost, ' o :

Designers often focus on performance areas, such as operating the payload and
distributing the mission data, and underemphasize the more mundane requirements,
such as availability and accommodation to the external environment. Yet these can be
critical to cost and risk. For example, availability can demand increased component
reliability and therefore raise development costs. It can drive maintenance concepts,
including replenishment and on-orbit support. It can also affect production time, espe-
cially for critical components. Likewise, ignoring external interfaces can produce a
system design without the external support needed to deploy and operate the mission.

When space systems perform more than one mission, planners must develop
requirements which account for each mission. For example, the IR surveillance
payload on FireSat may serve other users with its performance in IR imaging and
radiometric measuremnent. If the increased cost and risk are acceptable, their require-
ments could lead to more payload bands, added coverage, and added distribution
requirements. That is why we must establish all valid missions early in requirements
definition, or we should incorporate accommodations for new missions in future -
upgrades to a system’s capabilities.

While we must address system requirements throughout all aspects of the
development cycle, the role and characteristics of requirements change in each devel-
opment phase. Consequently, we should use specific structure and language early in
the process without premature detail. Table 4-1 shows how the requirements converge
during system development. Concept development must continue to reflect the driving
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requirements, including internal and external interfaces. Top level or mission
requirements drive early activities—developing the system concept and assessing
technology. We must be prepared to modify these as the concepts and design mature
and cause re-evaluation.

TABLE 4-1. Evolution of Requirements Activities and Products. Each development phase
tends to focus on specific requirement and design considerations.

Needs Analysis

* Defining mission requirements

* Defining environment

* Identifying mission drivers and constraints
* Technology programs

Concept Development

« [dentifying critical driving requirements and associated risks
» Developing operations and design concepts

¢ Cost estimates

 Functional analysis and major interfaces

» System studies and simulations

* Prototyping and assessing technology

Concept Validation

« Tailored system and segment definitions
 Preliminary internal interface requirements
 Preliminary system standards

* Preliminary requirements flowdown

* Integrated system validation including test planning
¢ Transition planning

* Validating technology

Design and Implementation

 Detailed requirements flowdown

« Developing formal design documentation and interface control
* Integrating and testing the system

* Demonstrating and verifying the system

* Test procedures and reports

During concept development, we normally carry forward and evaluate many design
options, so we need to specify and document requirements in critical areas in a flexible
fashion. We generally don’t require formal specifications complying with acquisition
standards and serving as the legal basis for the system until full-scale development. At
that point, we need to have solved the critical program risk areas. Until then, however,
there are no set prescriptions for the requirements products other than what the pro-
gram finds applicable and workable.

We should, of course, recognize that the spectrum of valid approaches for require-
ments development and application is broad. Significant differences exist among
NASA, DoD, ESA, NASDA and other development agencies, as well as their con-
tractors, and even among locations within the same organization. For example, all
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NASA organizations conduct Phase A and Phase B studies which result ultimately in
a Request for Proposal, including top-level specifications. But they vary widely in
their approaches to conducting these studies and their requirements products. For DoD
organizations, the rituals of MIL-STD-499 have often overwhelmed arguments based
on unique program needs, and requirements become over-detailed and over-formal-
ized too early. In full-scale development, most of the requirements activities center on
integrating program interfaces (inter-segment and external to the system) and resolv-
ing ways of carrying out specific requirements at segment level. Solving major system
issues at this point can be expensive and risky. Usually, we freeze requirements once
the system passes into production. Rarely can a program afford to accept changes at
this point, opting far more often to accept limits to the system as designed or to defer
the change to a later upgrade.

We often hear that requirements drive technology programs, but in fact, new
technologies frequently make systems possible. For example, improvements in
bandwidth for communications processing have permitted greater use of real-time
data downlinks. But relying on new technologies or production abilities can be risky.
New technologies which allow us to reduce design specifications for power, weight,
and volume can improve system performance and cost. We must, however, monitor
the technology and production base and carry backup plans, in case program risk
management demands changes to basic design requirements and interfaces to reallo-
cate performance.

Although the success of every program hinges on performance, cost, and schedule,
cost is typically the most constraining. One reaction to cost emphasis is the design-to-
cost practice by which a fixed dollar amount affects possible design solutions. Thus,
progressive design development may, under cost limitations, cause review of require-
ments, with attendant trades between cost and performance. This has clearly been a
factor in the design and functions of the International Space Station (ISS). We can do
much to control program costs while analyzing requirements. For instance, over-
specified requirements may be “safe,” but evaluation of necessary design margins
early via close interaction between the developer and the requirements specifier
permits us to make timely trades. :

As discussed earlier, defining requirements without attending to production and
operational support is also costly: Thus, with every major decision, we must consider
which performance option meets essential requirements while minimizing cost.

Sometimes, standardizing can reduce costs and improve operability. For example,
particularly in the commercial communications industry, use of a “standard bus” or
basic vehicle can yield lower costs for many programs. We sometimes call this process
“platform-based design.” In addressing approaches to standardization, however, we
must always consider trade-offs between reduced cost and increased development
risk. ' ' : '

As shown in Chaps. 1-3, mission development is an iterative process. Although
each stage seems to cascade forward without hesitation, each requires significant feed-
back and adjustments. Typically, most of the feedback occurs between adjacent phases
of development. However, some situations may demand feedback across multiple
phases, such as when an element design falls short on a particular requirement and
.causes a change in the design and operations concept, and possibly a change to the
original schedule.

An aside on requirements and cost control is imperative here. Solutions to
constraining cost (e.g., design-to-cost specification, imposed standardization) are
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difficult to implement in truly innovative space systems. In fact, well-intentioned
approaches early in the design cycle may result in serious cost growth later,in design
and operation. But this difficulty in explicit cost control does not imply we should
avoid the challenge. The growth in cost from the early estimates performed during
Concept Development is typically driven by a few controllable problems. First, not
fully accounting for all elements of cost in these early estimates is common. Fre-
quently, not consulting with designers and manufacturers who will develop the system
and the operators who will control the system results in misunderstanding cost or miss-
ing elements of cost. Second, overspecifying the system inhibits trades which we can
focus on cost reduction. Finally (and probably the most prevalent problem), heavy and
uncontrolled changes to requirements as the system proceeds through latter stages of
design can create major growth in cost due to constant redesign and related material
and time waste. Worse, the loss of a fully understood system baseline becomes more
likely and potentially very costly later in the program. The process of defining and
flowing down requirements affects cost more than any other program activity.

Then, too, on several occasions, customer requirements accepted without rational
challenge have led to unjustifiable project costs and, in two well-documented cases,
eventually caused cancellation. One of the authors once had the opportunity to
convince a customer that a new requirement that was inserted after program start
would not enhance the mission; millions of dollars were saved and the customer’s
belief in our integrity was solidified.

4.1.1 Quality Function Deployment—A Tool for Requirements Development

While there are several structured approaches to developing requirements from the
customer/user needs, the most commonly used tool is Quality Function Deployment,
or QFD. Its application is not product limited; we also use it in developing of
requirements for processes and services.

Quality Function Deployment derives from three Japanese words or characters
meaning (1) quality or features, (2) function or mechanization, and (3) deployment or
evaluation. Symbolically we define the combination as “attribute and function
development.” It involves a series of matrices organized to define system characteris-
tics and attributes and can be applicable over multiple areas of decomposition. The
first level, connecting customer needs or requirements to technical attributes or
requirements, we often called the House of Quality and configure it in its simplest form
as in Fig. 4-1. We often call the left hand column the “Whats” (at this first level, this
is called the “voice of the customer”) and we call the horizontal attributes the “Hows.”
This relationship will become apparent as the “Hows” define the means for fulfilling
the “Whats.”

Weightings are applied to the “what” side of the matrix and are usually graded in
three levels to help establish priorities of needs and related technical attributes. While
of value in trading requirements, the primary use at this stage should be to define trade
space.

Figure 4-2 shows a simplified application to FireSat. Referring to Table 1-5 and
illustrating with only a few of the identified mission needs, an abbreviated matrix
shows some five needs and six relevant attributes. Note the conflicts between compet-
ing satellite orbits which could potentially satisfy key requirements. This suggests
carrying out extensive analysis and trades. Note also the relative priorities emphasiz-
ing technical attributes which assure timely coverage.
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Fig. 4-2. Simplified QFD for FireSat Mission. This limited set of needs and responding tech-
nical attributes would be expanded significantly for the complete design process.

Recalling the discussion on constraints (at the end of Sec. 4.1), we understand that
the customer needs that the system cost no more than $20 million per year of opera-
tion; that is a constraint and all needs and technical attributes must meet this criterion.
Thus, while it is a fixed requirement, we may leave it off the customer needs column
of the QFD so as not to overbalance weighted scoring. If it were stated as having a
target cost of $20 million or less, we might trade that figure and put it on the left hand
side of the matrix. As a next stage use of QFD, the technical attributes developed in
the top level would then become the requirements or “what” (left side) of the QFD
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matrix, with definitive characteristics, such as specific orbits, coverage per pass or unit
time and top reliability level which we would derive to satisfy the set of specified tech-
nical requirements. Figure 4-3 illustrates this progression.
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Fig. 4-3. Progression of QFD Process. lllustrated is the derivation of successive “What”
aspects from previous levels’ responsive “Hows.”

Thus the QFD is a structured means for a design team to address customer needs
and to develop the consequent design characteristics to satisfy them. It also serves to
sustain the trail of requirements derivation and provides a means for analyzing the
impact of changes to requirements at any level. And since we can link the technical
attributes responsive to needs, to functions of the system, there is a logical translation
to functional analysis via functional flow diagrams and thence architecture and inter-
face definitions.

As an added note regarding understanding the customer, I know of several satellite
projects that have had little success as commercial ventures because the contractor’s
designers established requirements based on their own interpretation of potential
customer needs. This was also the cause of a major military satellite contract loss to
the competition due to inaccurately presumed knowledge of customer’s desires. The
voice of the customer must be heard before fixing a design.

4.2 Requirements Analysis and Performance Budgeting

We must decompose every system requirement into progressively lower levels of
design by defining the lower-level functions which determine how each function must
be performed. Allocation assigns the function and its associated performance require-
ment to a lower level design element. Decomposing and allocating starts at the system
level, where requirements derive directly from mission needs, and proceeds through
segment, subsystem, and component design levels. This process must also ensure
closure at the next higher level. Closure means that satisfying lower-level require-
ments ensures performance at the next higher level, and that we can trace all
requirements back to satisfying mission needs. This emphasizes the iterative character
of the requirements development process.
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Figure 4-4 shows how a single mission need—the FireSat geopositioning error—
* flows through many levels of design. Errors in the final mission data depend on many

sources of error in the processing segments for space, mission control, and mission
data.
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Fig. 4-4. Allocation from Mission Requirements through Component Design. Understand-
ing the sources contributing to top-level requirements is essential.

Two important observations are necessary. First, the system encompasses more
than the spacecraft, and errors come from numerous segments. The accuracy of the
geolocated object in a FireSat image is driven by much more than the spacecraft’s
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pointing capability. Second, while the number of error sources is large, they are not
all equal. Many are predictable and relatively constant—star catalogs and Earth .
ellipsoid estimates. Others are more variable, but small and not significant drivers for
cost or technology. The remaining errors are those which are most amenable to
cost-performance-risk trade-offs and need the greatest level of attention during
requirements flowdown and validation. :

4.2.1 Functional Analysis

The simplest way to represent functions—or actions by or within each element of
a system—is through a functional-flow block diagram. As Fig. 4-5 shows, we define "
the topmost or first level functions of a system in the sequence in which they occur. :
Successive decomposition permits identifying how a system works at each level
before proceeding to lower levels. For example, to address sensor misalignment three
levels down in the functional flow (Function 4.4.4 in Fig. 4-5), it is necessary to
consider the production (1.0) and integration (2.0) phases, which require manufacture
and validation within reasonable tolerances.
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Fig.4-5. Functional Flows Generating Geopositioning Information for FireSat Mission. __
The functional flow defines what is to be done in a hierarchical framework. Additional __
features can be added to the representation (e.g., data interfaces, control sequences)
using different diagramming techniques.
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Once we establish the top-level functions and sequences, we can decompose and
analyze each function throughout the remaining layers of the flow. For example,
determining geopositioning data (Function 4.4 in Fig. 4-5) for FireSat requires a
sequence of actions, from estimating key spacecraft and payload parameters to deriv-
ing local Earth coordinates. Functional decomposition, regardless of how formalized,
is necessary in allocating design characteristics at each level of system architecture
(the organization of system elements into a structured hierarchy). This organization
permits us to allocate performance budgets together with other budgets affectin g cost
and risk.

We can also use functional flow diagrams to depict information or data flow, as
well as control gates governing function sequencing. Information may include inter-
face data flowing between functions, control relationships showing what must happen
before another function can begin, or data sources and destinations. '

In applying these techniques, we may use manual methods, particularly for simple
systems, for top-level mission descriptions, but CASE (computer-aided system engi-
neering) tools facilitate diagramming decompositions and maintaining traceability,
But as with other computer applications, the software for developing diagrams and
maintaining support databases does not drive the analysis. In fact, the functional
framework which evolves is often a compromise among estimates of performance,
cost, schedule, and the risk associated with each decision. (McClure [1988] and
INCOSE Sixth Annual Proceedings [1996] provides an interesting discussion of sup-
port tools and techniques.)

4.2.2 Initial Performance Budgets

Analyzing requirements leads eventually to hierarchically organized performance
metrics and budgets for the interactive development segments. The iterative process
starts with budgets derived using analysis, simulation, known design or test data, and
a large measure of experience. We should note that in the development of require-
ments and derived functions, mission drivers must be the primary drivers.

Experience or related reference missions are especially important in developing the
initial performance budgets to meet system performance requirements. In the example
of Fig. 4-5, the geopositioning accuracy reflects this. The major trade-offs and focus
for validating performance therefore reside in how accurately the system can estimate
and control position and attitude, and we must evaluate the options considered against
not only performance requirements but also cost and schedule.

Figure 4-6 illustrates the combined effect of spacecraft attitude and position errors
on the geopositioning estimate’s accuracy in locating fires. In this simple example,
three broad options are possible. The first option gives a very loose spacecraft position
budget, which permits only limited support from the GPS and/or remote tracking sta-
tions. However, it requires a tight attitude budget, which is likely to create problems
for both the space and mission control segments. Though payload sensitivity and
resolution drive the selection of the FireSat orbit envelope, using a low-Earth orbit
could severely affect attitude accuracy because of atmospheric drag. A higher altitude
would reduce drag, but produce even tighter pointing tolerances. Thus, two main costs
make this a poor budget option: the satellite’s subsystem for controlling attitude and
the poteritially taxing calibration which the mission control segment must perform on
the attitude sensors. : '

At the other extreme, leaving the attitude budget loose and tightly estimating space-
craft position can have risks if a full GPS constellation is not in operation. Using GPS
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Fig. 4-6. Typical Options in Error Budgets for Attitude and Position. Variations in attitude
and ephemeris accuracy requirements have implications on allocation and attendant
design risk. A balance of cost, performance, and implementation risk must enter the
evaluation of options. Details of mapping budget development are given in Sec. 5.4.

risks degraded performance without a full constellation. Resorting to remote tracking
stations or other sources of information can require excessive response times. A third
option allows some risk for both attitude and position error budgets, but balances that
risk against the cost of achieving the required geopositioning accuracy.

Table 4-2 lists the elements we would normally budget with the chapter and para-
graph where we discuss each element. Budgeted items may come directly from
requirements such as geolocation or timing, or they may be related to elements of the
overall system design such as subsystem weight, power, or propellant.

Timeline budgets at the system level are also typical mission drivers. For FireSat, ;
tight timelines for tip-off response and data distribution will require developing an
initial budget. We must define and decompose all functions necessary to meet this
timeline, as well as define their allocation and control sequences (functions which can-
not start without completion of others and potential data hand-offs). Simulation will
help us estimate delays in processing and communication. Applying experience or
data from related systems provides some calibration. But this initial budget is just that,
since as the design process progresses, we will introduce changes from design itera-
tions among different levels.

It is, however, extremely important to recognize the nature of initial design budgets.
They are typically developed by system engineers with a broad understanding of the
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TABLE 4-2. Elements Frequently Budgeted In Space Mission Design. Primary budgets are
directly related to mission requirements or ability to achieve the mission (e.g.,
weight). These primary requirements then flow down into secondary budgets.

Primary Secondary Where Discussed
Weight Subsystem weight Secs. 10.3,10.4
Power Secs. 10.3,10.4,11.4
Propellant Secs. 10.3, 104, 17.4
Geolocation or System Pointing & Alignment Secs. 5.4, 10.4.2, 11.1
Pointing Errors Mapping Sec. 5.4
Attitude Control Secs. 4.2,10.4.2, 11.1
_| Attitude Determination Secs. 4.2,10.4.2, 11.1
Position Determination Secs. 4.2, 6.1
Timing Coverage Secs. 5.2,7.2
Communications ‘Sec. 13.1
Operations | Sec. 14.2
Processing Sec. 16.2.1
Availability Reliability Secs. 10.5.2, 19.2
Operations Sec. 14.2
Cost Development cost Sec. 20.3
Deployment cost Sec. 20.3
Operations and maintenance cost | Sec. 20.3

system and its elements. But the details of new technology and lower-level design
studies can and should result in adjustments to these budgets as experts familiar with
specific subsystem and component design review the initial allocations. A key aspect
of the system design is a robust initial allocation (i.e., one which can tolerate changes
at subsequently lower design levels) and adaptable to iterations as noted previously.
Just as it is important to involve representatives of all affected levels of design in the
development of the initial budgets, it is also important to recognize the iterative nature
and that a system solution which minimizes total cost and risk may impose more
stringent demands on certain aspects of lower-level designs than others. The process
of reconciling the imposed costs and allocated risks involves a high degree of
negotiation. '

Table 4-3 shows how the response timeline may affect the space and ground
segments of the system. While it may seem desirable to assign responsibility for a
specified performance parameter to a single segment, we must evaluate and integrate
critical system parameters across segments. For example, FireSat must respond
quickly to tip-offs in order to provide the user timely data on suspected fires. This sin-
gle response requirement alone may define the size and orbit envelope of the satellite
constellation to ensure coverage when needed. Thus, time budgets for the following
chain of évents will be critical to the mission control segment’s performance:

* Formulating the schedule for pass & time intervals
* Developing and scheduling commands to the spacecraft
. Deyeloping and checking constraints on the command load

* Establishing communications with the spacecraft
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TABLE 4-3. Impact of Response-Time Requirement on FireSat's Space and Ground Seg-
ments. The assumed requirement is for fire data to be registered to a map base and
delivered to a user within 30 min of acquisition.

Impact on Space Segment
Spacecraft constellation accessibility to specified Earth coordinates
Command load accept or interrupt timelines
Communication timelines to ground segments
Satellite availability

Impact on Ground Segment
Time to determine and arbitrate satellite operations schedule
Manual interrupt of scheduled operations
Command load generation and constraint checking time
Availability of mission ground segments and communications
Image processing timelines
Image sorting and distribution timelines

The space and ground segment budgets may involve interrupting current command
loads, maneuvering the spacecraft, collecting the mission data, establishing communi-
cations links scheduled from the ground, and communicating the mission data. Mis-
sion data processing must receive, store, and process the mission data, sort it by user
or by required media, and send it to the user. We must consider all of these activities
in establishing budgets to meet the system requirement of delivering specified data and
format within 30 min of acquiring it.

Requirements Budget Allocation Example

Pointing budget development, described in Sec. 5.4, is a problem on space missions
using pointable sensors. Another common budget example is the timing delay associ-
ated with getting mission data to end users. It can be a critical requirement for system
design, as is the case of detecting booster plume signatures associated with ballistic
missile launches. In that case, coverage (i.e., the time from initiation of a launch to
initial detection) as well as the subsequent transmission, processing, distribution, and
interpretation of the detection, is time critical. Because of the severe coverage require-
ment, geosynchronous satellites with sensitive payloads and rapid processing are
needed.

The FireSat mission does not require timing nearly as critical as missile detection,
but clearly the detection of forest fires is a time-sensitive problem. Figure 4-7 shows
both the timeline and the requirements budget associated with it. For FireSat’s Earth
coverage (i.e., Time Segment 1), it would be ideal to provide continuous surveillance
using a geosynchronous satellite. However, cost and ground resolution favor a low-
Earth orbit implementation which results in Time Segment 1 being three to six hours,
depending principally on the number of satellites in the constellation.

Once detection occurs, a series of shorter timeline events must occur to achieve the
30-minute requirement for Time Segment 2. The system may need to validate each
detection to minimize the number of false alarms transmitted to the ground for
processing. This may impose design specifications for onboard detection processing
and additional payload “looks.” The time spent downlinking the data after validating
a detection could have a significant impact on the communications architecture that
assures rapid acquisition of the required links. The availability of direct or relay links
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Fig. 4-7. Mission Data Timeline and Requirements Budget. The actual time from the detec-
tion of a fire to distribution of the time-urgent data is related both to coverage and
specific timing requirements.

to meet this timeline is a significant cost driver, potentially replacing a “store and
dump” approach appropriate for purely scientific missions.

Once the ground system receives the data it must process the data to format it,
perform orbit, altitude, and ground-look-point determination, and then extract the rel-
evant fire-detection data. A short time requirement here will likely demand real-time
processing and a substantial capacity to support real-time operation. Identification and
subsequent confirmation of a fire prior to broader dissemination may drive either a
high performance pattern-matching process or manual processing in a time-critical
fashion. Once the system confirms a fire, the data must be registered and prepared for
distribution to appropriate end users. This preparation may involve merging it with
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standard data sets to support evaluating the fire at a later time. The data processing
system must also queue the data for distribution over a network. Priorities and proto-
cols may drive the management of input queues and network routing. Figure 4-7
shows the initial allocations for the components of Time Segment 2.

This example punctuates two critical activities: First, the components of a timeline
must follow the step-by-step functional flow described in 4.2.1. The functions them-
selves may be strictly sequential or capable of being processed in parallel to shorten
timelines. Functional representation diagrams and support tools (e.g., built-in simula-
tion) can ease this evaluation. Second, there are numerous performance-cost trade-offs
at each decision point which dictate the time-budget allocations. The objective is to
meet the highest level requirement while equally sharing the potential performance
risk and cost associated with meeting each derived requirement.

4.2.3 Refining and Negotiating the Performance Budgets

System engineers must thoroughly understand how to develop and define require-
ments, then allocate and negotiate budgets associated with them. Failure to meet key
budgets can lead to major system problems. Early definition permits the iterative
process of adjusting allocations, margins and even operations well before major cost
or schedule penalties occur.

Performance budgeting and validating key system requirements is the iterative
process, as shown in Fig. 4-8. Before the process can actually start, however, the
specific performance parameter and associated requirement statement must be clear
and traceable to the mission need. The Quality Function Deployment methodology
and several tools make this possible by maintaining the link between the need and the
technical requirement in traceable documentation. Vague, inconsistent, or unquantifi-
able requirements too often lead to inaccurate understanding, misinterpretation and/or
exploitation. This applies especially to critical areas of system performance which
without early and thorough interaction and/or prototype testing can become expensive
and program-threatening later. We should also note that the iterative process includes
negotiation and re-negotiation of budgets based upon evidence from the design pro-
cess and the discovery of errors and “injustices” in the initial allocation.

We know of several programs in which major difficulties have resulted from con-
flict among requirements. One case involved the difference between operational
availability of ground stations with that of the satellites in a system. Another involved
the selection of the launch vehicle before a design concept was established, the re-
quirements for the latter driving the mass far beyond the booster’s lift capability. And
in a third case, the changes in a customer’s program management introduced new
requirements for a payload which invalidated the flowdown of the original project
requirements. The response to this required both data and persuasiveness, the latter
being unfortunately insufficient until serious problems arose in the systems design.

An aside is worthwhile at this point on the issue of requirements-level vs. design-
level budgeting. The system-level design is a logical integration or synthesis of _
segment designs. Defining functions and their performance requirements and those
interfaces requiring support lays the framework for deciding “how” to design each
segment. For FireSat, this relates to the accuracy of the geolocation and the allocation -
to segments of ephemeris, attitude, and other contributions. The “how” relates to space
segment hardware decisions such as whether to use star sensor or gyro performance to
achieve the required attitude accuracy. But such decisions affect mission operations
which must then schedule star sensor calibration and gyro alignment so the spacecraft



Requirements Analysis and Performance Budgeting 89

Systemn Concept

* System Validation Pogram/Testbed
System Performance Systam . .
Parameter & ———pm Allocation 3:;1“’;:}?:1
Requirement Language Analysis 2ions
JP I Segment
Prototype Results

Segment Aesponsa

Segment Design
Budget Analyses

CYCLE 1

Negotiation
Concurrence on Changes

System-level
Validation Testing

CYCLE 2 *

Continued
Design

Consider othar Fail
Options
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can meet its requirements. Thus, both procedural and data interfaces must be identified
and documented. In addition, mission operations must take into account the space-
craft’s system for attitude control to keep from misusing it when scheduling
operations. Likewise, in scheduling calibration or alignment, the mission operators
must know the sensor payload and other electronic package performance character-
istics to prevent accidental maneuvers. System and segment specifications provide
system and interface requirements, and lower-level specifications provide design
requirements, but in fact, the system engineer and segment designers must interact at
all design levels.

It should be noted that initial budget estimates almost never correspond with design
considerations at lower levels. Clearly, the early budgets are starting points for
negotiation and budget adjustment, to reconcile early system allocations with segment
estimates of design and performance. As we reconcile requirements, we should docu-
ment them in a requirements reference which changes only with full traceability and
visibility for all stakeholders such as segment designers, system engineers, and pro-
gram managers. (A number of tools may be useful: these include the previously noted
QFDs, plus software packages ranging from Excel to QSS DOORS and Ascent
Logic’s RDD 100.) Each of these critical performance parameters matches an estab-
lished system and segment budget. These budgets can and normally do change as
developers proceed on the desi gn and validate performance.



920 Requirements Definition 4.3

At this stage of budgeting, design margin becomes an issue; specifically, how much
is reasonable to keep, who knows where it is, and who has the authority to adjust it?
Typically, margin is statistical (e.g., two-sigma error requirements), so as it cascades
to various levels of design it can'produce significant overdesign and cost. Design
engineers can complicate appropriate adjustment by keeping margin at lower tiers of
design, where it tends not to be visible or usable for reallocation. Here prescription
cannot substitute for judgment. Sometimes, margins can provide robustness against
on-orbit failures, but can also cause problems. For example, too much margin in com-
munication links could actually saturate receivers. Key system requirements must also
have margins, which we can trade or allocate downward, so as to permit meeting real-
istic performance and reliability with minimum risk.

Once the first cycle of interactions between system and segments personnel has
established the best controlled estimate of key performance budgets we must continue
to test the design we are developing. Configurations should be validated via simula-
tions or prototypes. These early exercises in system integration are important in
developing a consensus that continues through the initial design phase.

At all times a baseline of common requirements must support this process of
analyzing and estimating performance requirements, interacting and negotiating with
segment implementors, and validating the key performance drivers early in the design
phase. The validation exercises use many specific scenarios or point situations to
evaluate performance. Meeting performance budgets in these point situations is
comforting, but not sufficient. Scenarios designed to stress one aspect of system
performance may not provide adequate coverage of other aspects. The converging,
controlled system requirements captured in requirements documents, interfaces, and
standards are often the only reference for system functions and performance. The
requirements documentation must match the phase of system development in matur-
ity, but it must always reflect the results of analyses, performance budget negotiations,
and validation exercises—faithfully, openly, and quickly.

4.3 Requirements Documentation and Specifications

In dealing with criteria for requirements documents, we should note the references
governing much of today’s systems engineering practice in the aerospace industry.
With the deletion of most military standards in the United States as contractual
requirements, internal documents most often establish and govern system design and
engineering practices. These documents, however, are based largely upon either the
previously controlling MIL-STD-499 or its successor (not issued but available in final
draft) 499b, or newer civil organization standards. These include the Electronics
Industries Association (in conjunction with the International Council on Systems
Engineering) EIA/IS 632, Systems Engineering and the Institute of Electrical and
Electronic Engineering (IEEE) Trial Use standard, and Application and Management
of the Systems Engineering Process, IEEE 1220. Most recently, the International Stan-
dards Organization (ISO) moved to incorporate systems engineering in the growing
body of international standards and to develop ISO Standard 15288, System Life
Cycle Processes, which can serve as a framework for activities in the increasingly
global context of the aerospace industry. All of these documents place mission and
requirements development and management at the head of system design processes.

Effective requirements documents must be consistent and complete relative to the
maturity of the system in its development cycle. Consistency means that we should
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write a performance requirement only once, keep it in a logical place, and position it
appropriately in the hierarchy of established requirements. Completeness depends on
the system’s phase of development, but it means that at every level of requirement we
must ensure that we satisfy the next higher level, As an example of completeness, the
geoldcation requirement of the FireSat mission should address all error sources both
in segment and interface documents.

Requirements Traceability

Requirements must be rigorously traceable as we develop, allocate and decompose
‘or derive them. While computer support tools exist which link and show dependencies
and derivations among requirements, the complexity of the product should govern the
form of the documentation. This form can ran ge from notebooks for small projects to
sophisticated database systems. We must base every design and decision task on
requirements, and trade studies at any level must take into account all related require-
ments, while considering the impact of changes throughout the product (and system)
architecture. Any indexing method will suffice, so long as it permits traceability
upwards as well as across all elements. Requirements documents should specify this
tracing method, however, and the basis for derived requirements must be clearly iden-
tifiable. The specific requirements document may be purely electronic, possibly using
the database features of the computer tools. Whatever the documentation form, it must
have a concise entry for every requirement. Each entry should index the documents
and specific paragraphs from which we traced the requirement. Where analysis pro-
duced a derived requirement, it should reference the specific technical memo or report
showing the results of the analysis for future use.

Traceability emphasizes the need for effsctive requirements to be unambiguous and
verifiable to avoid misinterpretation and exploitation. Words such as “optimize” or
“minimize” in specifications cannot govern the design, and they defy verification.

We should note that requirements reviews are necessary corollaries to design
reviews and issues must have the same weight as design issues in readiness decisions
by a program to proceed to its next step of development. We sometimes call these
“gates.” Requirements assessments at such review points are critical. They may iden-
tify the need to reassess project dri vers, including: :

* Accelerate or emphasize particular design areas
* Relax design budgets

* Reallocate requirements

* Consider operational work-arounds

* Acknowledge a program slip

* Revise funding profiles

Requirements documentation notionally falls into nine classes (Fig. 4-9). These are
often designated as Specifications. The figure also shows descriptive or supporting
documents which need to be current with the requirements baseline. :

Based on mission needs, analyses, and validation exercises, the system require-
ments document (usually called “system requirements specification”) should cover
every relevant aspect of what the system should do (functions) and how well it should
do it (performance requirements). It should address every aspect of system perfor-
mance. Since ideally system requirements are the basis for segment requirements, they
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should come before the latter. However, once segments are defined, there may be
trade-offs required at the system level in response to cost, interface issues, perfor-
mance limitations, or schedules related to segment designs. ;

We should note that among the system plans derived from requirements are test
plans which will reflect validation and verification of these requirements in qualifica-
tion and acceptance processes. These characteristically are reflections from test spec-
ifications which identify objectives, environments and levels of assembly at which
tests are to be performed.

It should be remembered that requirements specifications, at system and lower
levels, are potentially subject to change. Therefore, they should be designated, “pre-
liminary” prior to reviews at each stage of design. During formal design phases, while
requirements may have to be traded, the specifications must, like design documents,
be subject to rigorous change control.

In addition, when requirements specifications at a top level govern more than one
system segment, tailoring to accommodate the specific character of a segment may be
appropriate. This is particularly so with requirements not directly associated with
system performance.

Interface Management |

Often, developers overlook or assume external interfaces in the early stages of
system development, but they must be carefully considered with the total system
architecture. Internal to the system, documenting interfaces between segments, usually
through interface control documents or ICDs, is the key to integrating and maintaining
relationships between these segments. The system level ICD may be referred to or
included in the system specification. Documents covering critical interfaces, such as
the spacecraft-to-ground segment for FireSat, can become highly complex. Two
guidelines are important in developing and refining interface documents. Each docu-
ment normally covers only two segments, although multiple elements within segments
may require consideration of relationships with other segments. In general, we should
avoid designs necessitating such added complexity.
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In all cases, we must document these agreements at every level of design, usually
in ICDs. At the system level, project managers or system engineers control these,
while internal to segments, this is the responsibility of individual element leaders (see
Chap. 16). Although the content and format of interface documents vary significantly
with products and organizations, elements always addressed include physical and data
or signal interfaces and interactions. Thus pin connections and message formats
clearly must be defined in interface documents; but the characteristics of gyro drift and
star sensor performance (such as nonlinearities of the transfer function, output axis
coupling or star sensor noise) require the same definition level so that the mission
ground station can correctly calibrate them.

4.4 Summary: The Steps to a Requirements Baseline

We have commented that we cannot prescribe a single means for establishing
requirements. This chapter does, however, present guidelines for establishing a
requirements baseline in approximately sequential order. This baseline is a reference
not only for establishing the premises for functional design, but also a means of
continually assessing the impact of design decisions on requirements validation. We
can predetermine some requirements, such as constraints on a system. (One example
could be the requirement to use existing NASA ground facilities.) We must recognize
that requirements can and do change and that flexibility in the design process is
necessary to accommodate such change, as in the need to iterate the relationships
among design, functions and requirements. Documentation is also a critical aspect of
the requirements process, for sustaining the baseline reference, as well as prov1d1ng
the translation for system development of the mission objectives.

TABLE 4-4. Steps to Developing a Requirements Baseline.

1. ldentify the customer and user of the product or services. A customer may be a procuring
agent but not the ultimate user and both must be understood.

2. ldentify and prioritize customer/user objectives and needs for the mission to be
accomplished.

3. Define internal and external constraints.

4. Translate customer/user needs into functional atiributes and system characteristics.
Quality Function Deployment is one tool to do this.

5. Establish functional requirements for system and provide for decomposition to elements.
6. Establish functional flow and representative for its performance of functions.

7. Translate functional attributes into technical characteristics which will become the
requirements for the physical system.
8. Establish quantifiable requirements from ail the above steps.
9. Through the use of block diagrams expressing interfaces and hardware/software/data
relationships for the system level.
10. From the architecture expressed by step 9 at the system level, decompose the functional

requirements and characteristics sets to successive lower levels, i.e., the next level
defining the basis of the elements of the system.

11. At all the steps above, iteration with preceding activities is necessary both to test the
assumptions made and to reconcile higher levels of requirements and functional
implementation.
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In the steps which relate to determining requirements, every requirement must have .-
at Jeast the following three components: first, “what” the system is to do (the function); -
second, “how well” it is to perform the function (performance requirement); last, how ;
we verify the requirement (verification). This last component should be of particular ;
concern to us early in the requirements development process, and we should translate i
itinto a verification and validation plan which will govern the quality and qualification
test programs.

Table 4-4 lists ten steps to establishing a requirements baseline in the early phase
of a development program. It emphasizes activities concerned with analyzing and .
validating system requirements versus the design of segments, subsystems, or compo-
nents. These activities produce a hierarchical baseline of requirements which lead to
allocation throughout a decomposed system.
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Chapter 5

Space Mission Geometry

James R. Wertz, Microcosm, Inc.

5.1 Introduction to Geometry on the Celestial Sphere

5.2 Earth Geometry Viewed from Space i

5.3  Apparent Motion of Satellites for an Observer on the Earth
Satellites in Circular Low-Earth Orbit; Satellites in
Geosynchronous Orbit and Above

5.4 Development of Mapping and Pointing Budgets

Much spaceflight analysis requires knowing the apparent position and motion of
objects as seen by the spacecraft. This type of analysis deals predominantly, though
not entirely, with directions-only geometry. We want to know how to point the space-
craft or instrument, or how to interpret the view of a spacecraft camera or antenna
pattern. Two formal mechanisms for dealing with directions-only geometry are unit
vectors and the celestial sphere. Unit vectors are more common in most areas of
analysis. However, the celestial sphere provides greatly improved physical insight
which can be critical to the space mission designer. Consequently, we first introduce
the basic concept of using the celestial sphere for directions- -only geometry and then
apply the concept to space mission geometry as seen from either the Earth or the space-
craft. Finally, we develop a rmethodology for drawing up spacecraft mapping and
pointing budgets.

To begin any formal problem in space mission geometry, we must first select a
coordinate system. In principle, any coordinate system will do. In practice, selecting
the right one can increase insight into the problem and substantially reduce the
prospect for errors. The most common source of error in space geometry analyses is
incorrectly defining the coordinate systems involved.

To define a coordinate system for space applications, we must first spec1fy two
characteristics: the location of the center and what the coordinate system is fixed with
respect to. Typlcally, we choose the Earth’s center as the coordinate system center for
problems in orbit analysis or geometry on the Earth’s surface; we choose the
spacecraft’s position for problems concerning the apparent po‘sitibn and motion of
objects as seen from the spacecraft. Occasionally, coordinates are centered on a
specific spacecraft instrument when we are interested not only in viewing the outside
world but also in obstructions to the field of view by other spacecraft components.
Typical ways to fix a coordinate systém are with respect to inertial space, to the
direction of the Earth or some other object being viewed, to the spacecraft, or to an
instrument on the spacecraft. Table 5-1 lists the most common coordinate systems in
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i
space mission analysis and their applications. These are illustrated in Fig. 5-1. If you
are uncertain of the coordinate system to select, I recommend beginning problems with
the following: i

* Earth-centered inertial for orbit problems

* Spacecraft-centered local horizontal for missions viewing the Earth I

* Spacecraft-centered inertial for missions viewing anything other than the
Earth

TABLE 5-1. Common Coordinate Systems Used in Space Applications. Also see Fig. 5-1.

Coordinate | Fixed with Z-axis or X-axis or
Name Respect to Center Pole Ref. Point Applications
Celestial Inertial Earthf or Celestial Vernal equinox | Orbit analysis,
(Inertial) space” spacecraft | pole astronomy, inertial
motion
Earth-fixed | Earth Earth Earth pole | Greenwich Geolocation,
= celestial | meridian apparent satellite
pole motion
Spacecraft- | Spacecraft | Defined by | Spacecraft | Spacecraft axis | Position and
fixed engineering | axistoward | in direction of orientation of
drawings nadir velocity vector | spacecraft i
instruments ;
Local + Orbit Spacecraft | Nadir Perpendicular | Earth observations,
Horizontal to nadir toward | attitude maneuvers
velocity vector
Ecliptic Inertial Sun Ecliptic Vernal equinox | Solar system orbits,
space pole lunar/solar
ephemerides

* Actually rotating slowly with respect to inertial space. See text for discussion.
1 Earth-centered inertial coordinates are frequently called GCI (Geocentric Inertial).
1 Also called LVLH (Local Vertical/Local Horizontal), RPY (Roll, Pitch, Yaw), or Local Tangent Coordinates.

Unfortunately, the inertial coordinate system which everyone uses, called celestial
coordinates, is not truly fixed with respect to inertial space—that is, the mean position _
of the stars in the vicinity of the Sun. Celestial coordinates are defined by the direction _
in space of the Earth’s pole, called the celestial pole, and the direction from the Earth
to the Sun on the first day of spring, when the Sun crosses the Earth’s equatorial plane
going from south to north. This fundamental reference direction in the sky is known _
as the vernal equinox or First Point of Aries.* Unfortunately for mission geometry, the
Earth’s axis and, therefore, the vernal equinox precesses around the pole of the Earth’s _
orbit about the Sun with a period of 26,000 years. This precession of the equinoxes
results in a shift of the position of the vernal equinox relative to the fixed stars at a rate ~

* The position of the vernal equinox in the sky has been known since before the naming of -
constellations. When the zodiacal constellations were given their current names several thou-
sand years ago, the vernal equinox was in Aries, the Ram. Consequently the zodiacal symbol .
for the Ram, Y, or sometimes a capital T (which has a similar appearance), is used for the -
vernal equinox. Since that time the vernal equinox has moved through the constellation of _
Pisces and is now slowly entering Aquarius, ushering in the “Age of Aquarius.”
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Nominal
Velocity a7

X

Z
MNominal
Nadir
Y
Nominal Negative Greenwich Meridian
Orbit Normal
A. Spacecraft-fixed Coordinates B. Earth-fixed Coordinates
[

Aol Rotation
Pitch Rotation

Vemal Equinox
Direction

C. Roll, Pitch, and Yaw (RPY) Coordinates D. Celestial Coordinates

Fig. 5-1. Coordinate Systems in Common Use. See Table 5-1 for characteristics.

of 0.014 deg/yr. Because of this slow drift, celestial coordinates require a correspond-
ing date to accurately define the position of the vernal equinox. The most commonly
used systems are /950 coordinates, 2000 coordinates, and true of date, or TOD . The
latter coordinates use the same epoch as the orbit parameters and are traditionally used
for spacecraft orbit analysis. The small corrections required to maintain TOD coordi-
nates are conveniently done by standard computer subroutines. They are important for
precise numerical work, but are not critical for most problems in mission analysis.
Once we have defined a coordinate system, we can specify a direction in space by
a unit vector, or vector of unit magnitude, in that direction. While a unit vector will
have three components, only two will be independent because the magnitude of the
vector must be one. We can also define a unit vector by defining the two coordinates
of its position on the surface of a sphere of unit radius, called the celestial sphere,
centered on the origin of the coordinate system. Clearly, every unit vector corresponds
to one and only one point on the celestial sphere, and every point on the surface of the
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sphere corresponds to a unique unit vector, as illustrated in Fig. 5-2. Because either
representation is mathematically correct, we can shift back and forth between them as
the problem demands. Unit vector analysis is typically the most convenient form for
computer computations, while the celestial sphere approach provides the geometrical
and physical insight so important to mission analysis. In Fig. 5-2 it is difficult to
estimate the X, Y, and Z components of the unit vector on the left, whereas we can
easily determine the two coordinates corresponding to a point on the celestial sphere
from the figure on the right. Perhaps more important, the celestial sphere allows us
easily to represent a large collection of points or the trace of a moving vector by simply
drawing a line on the sphere. We will use the celestial sphere throughout most of this
chapter, because it gives us more physical insight and more ability to convey precise
information in an illustration.

A. Unit Vector in 3-D Space B. Point on Unit Sphere

Fig. 5-2. Alternative Representations of Unit Vectors. In (B) it is clear that the small circle is
of 10 deg radius centered at (15°, 30°) and that the single vector is at (60", 40°). In (A)
even the quadrant is difficult to estimate. Also note that the body of the unit vectors
from the center of the sphere can be omitted since any point on the sphere implies a
corresponding unit vector, Thus, the 3-dimensional pointing geometry is reduced to a
2-dimensional representation. See Fig. 5-5 for the definition of notation.

5.1 Introduction to Geometry on the Celestial Sphere

The celestial sphere is an imaginary sphere of unit radius centered on the observer,
used to represent directions in space. It comes from classical observational astronomy
and is far older than almost any other modern astronomical concept. The compelling
image of the bowl of the sky at night makes it easy to think of stars and planets moving
on a fixed, distant sphere. We now know, of course, that their distances from us are
vastly different. But the concept of watching and computing the position and motion
of things on the unit celestial sphere remains a very valuable contribution of classical
astronomy to modern spaceflight analysis. Unfortunately, relatively few modern
references are available. By far, the most detailed treatment is provided by Wertz
[2001]. Green [1985], and Smart [1977] provide information on spherical astronomy.

Figure 5-3 illustrates the use of the celestial sphere to represent directions to objects
in space. These objects may be very close, such as other components of the spacecraft,
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or very far, such as the surface of the Earth, the Sun, or stars. Although we will drop
the observer from illustrations after the first few figures, we always assume that the
- observer is at the center of the sphere. Having become familiar with the idea of the
observer-centered celestial sphere, we can easily work with points and lines on the
sphere itself, ignoring entirely the unit vectors which they represent

Sun

Attitude

B = Sun Angle
71 = Nadir Angle

Fig. 5-3. Use of Celestial Sphere to Represent Direction of Objects in Space. The sides of
the triangle are arc lengths. The angles of the triangle are rotation angles.

Points on the celestial sphere represent directions in space, such as the direction to
the Sun, the Moon, or a spacecraft axis. The direction opp051te a:given direction is
called the antipode, or antipoint, and frequently has a “~1" superscript. Thus, S-1i
the direction opposite the Sun, and is called the antisolar point. Nadir is the dlrectlon
to the center of the Earth. The direction opposite nadir is called the zenith. Points on
the sphere may represent either directions to real objects or simply directions in space
with no object associated with them, such as the direction parallel to the axis of the
Earth (the celestial pole) or parallel to the +Z-axis of a spacecraft coordinate system.

A great circle on the celestial sphere is any circle which divides the sphere into two
equal hemispheres. Any other circle on the sphere is called a small circle. Any part of
a great circle is called an arc or arc segment and is equivalent to a straight line segment
in plane geometry. Thus, the shortest path connecting two stars on the celestial sphere
is the great circle arc connecting the stars. Two points which are not antipoints of each
other determine a unique great circle arc on the celestial sphere.

Given 3 points on the sky, we can connect them with great circle arc segments (Y,
7, and B on Fig: 5-3) to construct a spherical triangle. The angles A, 2 and @ at the
vertices of the spherical triangle are called rotation angles or dihedral angles. The
lengths of arc segments and size of rotation angles are both measured in degrees. How-
ever, as illustrated in Fig. 5-4, these are distinctly different measurements. The arc
length represents the side of the spherical triangle, and is equal to the angular separa-
tion between 2 points seen on the sky. The rotation angle, which is always measured
about a point on the sphere, represents the angle in a spherical triangle, and is equal to
the dihedral angle between 2 planes. For example, assume that we see the Earth,
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A. Arc Length Measurement, - B. Rotation Angle Measurement,
L, fromAto B R, from A to B about ¢

Fig. 5-4. Distinction between Arc Length and Rotation Angle Measurements.

Moon, and Sun on the spacecraft sky. The arc length between the Sun and the Moon
is the angular separation between them as measured by the observer. The rotation o
angle about the Earth between the Sun and the Moon is equal to the angle between 2
planes. The observer, Earth, and Sun form the first plane, and the observer, Earth, and _
Moon form the second. Both types of angles are important in mission geometry _-
problems, and we must clearly understand the distinction between them. Table 5-2 -
lists the properties of these two basic measurement types.

As shown in Fig. 5-5, the +X-axis is normally toward the reference point on the _..
equator, and the +Z-axis is toward the positive or North Pole. The great circles through -
the poles and perpendicular to the equator are called meridians. The meridian through
any point on the sphere determines the azimuth coordinate of that point. Azimuth is the
equivalent of longitude on the Earth’s surface, and is measured alon g the equator. The .~
azimuth is also equivalent to the rotation angle measured counterclockwise about the g
pole from the reference point to the point in question. The second coordinate which
determines the position of any point on the sphere is the elevation or latitude compo-
nent. It is the arc-length distance above or below the equator. The co-latitude or
co-elevation is the arc length from the pole to the point in question. Small circles at a
constant elevation are called parallels. Because a parallel of constant elevation is not .
a great circle (except at the equator), the arc length along a parallel will not be the sam
as the arc-length separation between two points. As Table 5-3 shows, several spherical .
coordinate systems in common use have special names for the azimuth and elevation
coordinates.

The following equations transform the azimuth, Az, and elevation, EI, to the corre
sponding unit vector coordinates (x, y, z):

x = cos (Az) cos (EI) (5-1a) _
¥ =sin (Az) cos (El) (5-1b) ;
z =sin (E) ( 5_10'
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TABLE 5-2. Properties of Arc Length and Rotation Angle Measurements.

Arc Length ]
Characteristic Measurement Rotation Angle Measurement
Solid Geometry Plane angle Dihedral angle

Equivalent

How Measured Between 2 lines Between 2 planes

in 3-D Space

How Measured Between 2 points | About a point or between 2 great circles
on Sphere
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